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Abstract Spontaneous rupture simulations along geometrically rough faults have been shown to
produce realistic far‐field spectra and comparable fits with ground motion metrics such as spectral
accelerations and peak motions from Ground Motion Prediction Equations (GMPEs), but they are too
computationally demanding for use with physics‐based probabilistic seismic hazard analysis efforts. Here,
we present our implementation of a kinematic rupture generator that matches the characteristics of, at
least in a statistical sense, rough‐fault spontaneous rupture models. To this end, we analyze ~100 dynamic
rupture simulations on strike‐slip faults with Mw ranging from 6.4 to 7.2. We find that our dynamic
simulations follow empirical scaling relationships for strike‐slip events and provide source spectra
comparable to a source model with ω−2 decay. To define our kinematic source model, we use a regularized
Yoffe function parameterized in terms of slip, peak‐time, rise‐time, and rupture initiation time.
These parameters are defined through empirical relationships with random fields whose one‐ and two‐point
statistics are derived from the dynamic rupture simulations. Our rupture generator reproduces Next
Generation Attenuation (NGA) West2 GMPE medians and intraevent standard deviations of spectral
accelerations with periods as short as 0.2 s for ensembles of ground motion simulations. Our rupture
generator produces kinematic source models for M6.4–7.2 strike‐slip scenarios that can be used in
broadband physics‐based probabilistic seismic hazard efforts or to supplement data in areas of limited
observations for the development of future GMPEs.

1. Introduction

Most buildings have resonance frequencies between 1 and 10 Hz, with single‐family houses in the upper part
of that range. Therefore, it is important to understand the behavior of these high‐frequency waves to predict
shaking from future earthquakes. Broadband physics‐based ground motion simulations can provide insight
into ground motions from future earthquakes; however, computing the high‐frequency wave field poses sig-
nificant challenges. In addition to understanding the small‐scale properties of the Earth's crust and upper
mantle, accurately characterizing the high‐frequency behavior (>1 Hz) of the earthquake's source still
remains a largely unsolved problem.

One promising approach to generate realistic broadband ground motion simulations uses dynamic rupture
calculations along geometrically rough faults. Geologists have observed that faults include roughness over
several decades of scale lengths (Candela et al., 2012). Fault roughness introduces heterogeneous shear
and normal tractions that result in complex rupture behavior. Dunham et al. (2011) and Shi and
Day (2013) have shown that more complexity in the rupture process decreases the coherency of the wave
front, typically reducing the peak amplitudes and increasing the duration of the resulting ground motions.
In summary, these studies show that dynamic rupture simulations along rough faults can produce charac-
teristics of observed ground motions such as flat acceleration spectra over a broad range of frequencies.

While dynamic rough‐fault models have been shown to capture a number of key features of recorded ground
motions, its modeling advantages come at a high computational cost. In contrast with dynamically com-
puted source models, kinematic earthquake sources provide a priori descriptions of the spatiotemporal evo-
lution of slip along a fault interface. Kinematic earthquake sources can be constructed using information
resulting from finite‐fault inversions (e.g., Mai & Beroza, 2002), dynamic rupture simulations (e.g., Graves
& Pitarka, 2016; Schmedes et al., 2010, 2013; Song, 2015; Song et al., 2013; Trugman & Dunham, 2014), or
theoretical considerations regarding earthquake rupture (e.g., Andrews, 1980; Guatteri et al., 2004).
Typically, a kinematic rupture model is generated using a stochastic distribution of slip and relating the
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remaining rupture parameters through direct correlations or empirical relationships derived from various
earthquake source studies. Most kinematic earthquake source models introduce heterogeneity into the rup-
ture through stochastic spatial fields used to define the rupture process. These fields are used to parameterize
a slip rate function that describes the temporal evolution of slip on each subfault. The choices of slip rate
functions are by no means unique and differ based on the individual implementation of the kinematic rup-
ture generator (KRG).

Currently, both deterministic and so‐called hybrid ground motion simulations use KRGs (e.g., Graves &
Pitarka, 2014; Olsen & Takedatsu, 2015) or directly incorporate the dynamic rupture description
(e.g., Olsen et al., 2009; Roten et al., 2014; Withers et al., 2019,b) to define their input source models.
Kinematic rupture generators provide a computational convenience, as large dynamic rupture simulations
are too computationally expensive for physics‐based probabilistic seismic hazard efforts such as the
Southern California Earthquake Center (SCEC) CyberShake (Graves et al., 2011) or the SCEC Broadband
Simulation Platform (Goulet et al., 2015) that require large ensembles of rupture realizations.

In this manuscript, we present our implementation of a KRG based on 3‐D rough‐fault dynamic rupture
simulations. This manuscript is organized as follows: first, we provide an overview of the dynamic rupture
simulations and the general framework used for our KRG. Next, we follow with an explanation of the statis-
tical relationships derived from the dynamic rupture calculations used to generate our kinematic sources.
Finally, we show examples of 0–10 Hz fully deterministic ground motions originating from these KRG
sources and comparisons against NGA‐West2 GMPEs in order to validate our rupture generator.

2. Dynamic Rupture Simulations
2.1. Modeling Overview
2.1.1. Dynamic Rupture Code
We used the Support Operator Rupture Dynamics (SORD) code to compute our dynamic rupture simula-
tions. SORD is a second order in space and time finite‐difference solution to the elastodynamic equation
including a split‐node fault boundary condition to allow for dynamic rupture (Ely et al., 2008, 2009).
SORD uses a structured nonregular mesh and incorporates Drucker‐Prager plasticity along with both
rate‐and‐state friction and slip‐weakening friction models (Shi & Day, 2013). In total, we computed 108
dynamic rupture simulations to analyze for constructing the KRG.
2.1.2. Fault Geometry, Mechanism, and Magnitude Range
We computed all ruptures on right‐lateral strike‐slip faults with mean vertical fault planes. The models in
the database range in Mw between 6.4 and 7.2. The variability in our database results from differing rough
fault geometries and choice of initial model parameters. We used the same mesh dimensions for all simula-
tions, but the actual rupture length (andMw) is determined a posteriori by the rupture process. We impose a
maximum rupture length of 60 km and include a velocity‐strengthening zone at the base of the fault limiting
the effective fault width to 15–17 km. Each simulation uses dx = 25 m and has dimensions of
65 km × 40 km × 20 km with 20 node wide perfectly matched layers (Ely et al., 2008) in order to minimize
artifacts in the rupture due to boundary reflections.
2.1.3. Friction and Stress Models
We include both strongly rate‐weakening and slip‐weakening friction models in our rupture database
along with models incorporating plasticity. The frictional parameters are based on previously published
studies by Shi and Day (2013) and the SCEC Rupture Validation exercises (Harris et al., 2009). All simu-
lations share the same 1‐D background velocity model with min(Vs) = 1,250 m/s, which is derived from a
model representing a typical hard‐rock site in southern California. We assume two different models for
the general behavior of the initial stress field. One model has linearly increasing normal‐stress which is
assumed to be lithostatic (i.e., τn = (ρb − ρw)gz, where ρb is the bulk density given by the velocity model,
ρw is the density of water assumed to be 1,000 kg/m3, and g represents acceleration due to gravity). The
second model includes depth‐dependent lithostatic normal stress to z = 8 km, and constant normal stress
where z > 8 km; the water table is assumed to be at the surface. This formulation provides ruptures that
have stress drop distributions consistent with observations of earthquakes in southern California (Shearer
et al., 2006). A physical explanation for this model comes from an increase of pore pressure with depth,
creating a constant effective normal stress. Our rupture models include different levels of prestress with
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most models having τs ≈ 0.3. In all ruptures the maximum compressive stress is set to 45o relative to the
mean fault plane.

In the slip‐weakening ensembles, we define two different sets of frictional parameters, each resulting in the
same average static stress drop of Δσ = 5 MPa. We use values of the initial friction μ0 of 0.225 and 0.3 to be
consistent with observations of the low magnitude of shear stress on the San Andreas fault (e.g., Zoback et
al., 1987), as opposed to favoring Byerlee rock strength. Our choice of parameters in the slip‐weakening
model results in shear stress on the order of 60 MPa at the hypocentral depth, consistent with previous stu-
dies (Schmedes et al., 2010). The parameters of the rate‐and‐state model incorporate failure consistent with
Byerlee rock strength.

We define the resulting slip‐weakening frictional parameters μs and μd to obtain an average S ratio (ratio of
the peak strength minus the initial stress to the initial stress minus the residual strength) of 2.0 over the fault
plane. In addition, we chose the slip‐weakening distance Dc to ensure that we resolve the breakdown zone at
the crack tip by at least five nodes for themajority of the rupture. In all simulations (including rate‐and‐state),
the frictional coefficients remain constant over the velocity‐weakening portion of the fault. Even though the
distributions of frictional coefficients are constant, the resulting distributions of material strength are hetero-
geneous due to fault roughness.

For each set of input parameters, we nucleate ruptures on 32 rough faults. We include stochastic roughness
down to aminimumwavelength of λmin= 4 dx or 100m. This results in equivalent scale lengths for the cohe-
sive zone and roughness wavelength, which is near the resolution limit where the rupture will be able to
interact with the shortest wavelengths. Fault roughness is described using a dimensionless parameter
α = hrms/L, where L is the length of the fault, and hrms is the RMS roughness of the 2‐D fault profile. We
include faults using α = [0.005,0.007, and 0.009] in our database.

We follow the approach of Fang and Dunham (2013) to choose the hypocenter locations on each rough fault.
For each fault, we smooth the initial friction μ0 = |τs| /τn using a Gaussian kernel with a window‐length of
2.5 km, roughly corresponding to the critical radius for spontaneous rupture. We define the hypocenter as
the region having smoothed max(μ0), where the fault is closest to failure. Hypocenter locations are chosen
between 5 and 10 km depth, and are restricted to being at least 5 km from the edge of the fault. Even though
we attempt to simulate 32 separate models for each set of input parameters, the rough fault can prohibit
nucleation and spontaneous rupture. In this case, we discard the model and do not include the rupture in
our database and subsequent analysis. In addition, we consider only one set of hypocenters for each rough
fault realization.
2.1.4. Plasticity and Velocity Strengthening
Studies have shown that rough‐fault simulations can require plasticity to eliminate large concentrations of
stresses around geometric complexities on the fault (Dunham et al., 2011), especially when using strongly
rate‐weakening friction laws. For the rate‐and‐state models, we assume a material cohesion of 5 MPa and
an internal friction coefficient tan(ϕ) = 0.75 following Shi and Day (2013). We also include plasticity in
one ensemble of slip‐weakening models. For these slip‐weakening models we use a cohesionless material
and internal friction coefficient tan(ϕ) = 0.45 to be consistent with the material strength defined by the static
friction coefficient μs= 0.4 in those models. The cohesionless yield surface prevents tensile stress state on the
fault plane, which effectively prevents fault opening (Dunham et al., 2011). We note that a cohesionless yield
surface in some cases may produce overestimation of plastic yielding and reduction in physical source fields
near the free surface. At depth, this effect becomes minimal.

In the slip‐weakening models including plasticity, we do not artificially emulate velocity‐strengthening
behavior near the free‐surface. We allow the reduced elastic parameters from the 1‐D velocity model along
with the plastic deformation to approximate the energy‐absorbing behavior of rupture at the free‐surface.
However, rate‐and‐state friction allows us to control the rate‐weakening behavior of the model. We adjust
the a and b parameters to cause velocity‐strengthening above z = − 4 km following Shi and Day (2013);
effectively, only z > − 1.5 km has parameters a − b < 0. Finally, for the elastic slip‐weakening models,
we emulate velocity‐strengthening by adjusting the dynamic coefficient of friction μd to be equal to μs follow-
ing Ma and Andrews (2010). This velocity strengthening behavior reduces the resulting ground motions,
producing results in better agreement with observations, including observed differences between surface‐
rupturing and buried rupture models by Pitarka et al. (2009) and Dalguer et al. (2008).
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2.1.5. Nucleation
In all of the slip‐weakening models, we use a forced‐rupture technique to nucleate rupture on the rough
faults. The fault is forced to rupture at a fixed velocity of 0.7 Vs over a critical distance which depends on
the slip‐weakening parameters and initial stress. This produces a gradual nucleation when sufficient stress
intensity has accumulated at the crack tip to promote spontaneous rupture. In the rate‐and‐state models, we
cannot force the nucleation using the same approach. Instead, we apply a perturbation in shear stress at the
hypocentral location, which is typically 5–10 MPa greater than the peak‐strength, τp. We calibrate the initial
stress perturbation to ensure that unnecessarily large nucleation phases did not contaminate the solution.

2.2. Ensemble Overview

We simulated 108 events on rough faults, including different initial parameterizations in an attempt to cap-
ture the epistemic uncertainty associated with the dynamic rupture problem.We chose end‐member cases of
initial conditions to produce rupture models that would, on average, reproduce the characteristics of models
previously published in the literature. Also, unless specified otherwise, we treat each rupture model as hav-
ing an equal likelihood of occurrence. In effect, this means we compute a single set of one‐point statistics and
two‐point statistics that are representative of all ruptures in our database and combine assuming equal
weight to each simulation.

Our goal is a kinematic rupture generator that produces realistic broadband groundmotions, consistent with
observations. We compare our dynamic rupture simulations against empirically derived moment‐area scal-
ing relationships (Hanks & Bakun, 2014; Leonard, 2010; Wells & Coppersmith, 1994) to show that our data-
base produces realistic rupture models. Figure 1 (left) shows the dynamic rupture simulations follow the
trend of twomoment‐area scaling relationships for intraplate strike‐slip earthquakes. To produce this figure,
we estimate the rupture area assuming a rectangular rupture geometry to maintain consistency with the
empirical scaling relationships. Scaling relationships generally assume that ruptures have a rectangular geo-
metry such that A = LW, where L is the rupture length and W is the rupture width. Many of our dynamic
rupture models have complex rupture geometries that are poorly reflected using this simplified assumption.
Thus, the approach to estimate the fault area can significantly impact the estimated rupture area. We find
that the estimated rupture areas can vary by up to a factor of 2 when comparing a tight‐fitting polygon esti-
mate against the rectangular estimate. Brown et al. (2015) commented on the importance of estimating

Figure 1. (left) Moment versus area‐scaling relationships from the dynamic rupture ensemble, plotted against empirically derived models for inter‐plate strike‐
slip events (Leonard, 2010, “LEO11”; Wells & Coppersmith, 1994, “WC94”). We distinguish between fault roughness using color (blue: α = 0.005; red:
α = 0.007; and yellow: α = 0.009) and the friction law using shapes (triangle: rate‐and‐state; square = slip weakening), where α is the RMS of the rough fault
profile normalized by fault length (hrms L

−1). (right) Stacked source spectra computed from finite fault moment rate functions for all five dynamic ensembles.
Each colored line represents an ensemble average computed across all realizations in the ensemble. We normalize all spectra to unit variance before stacking. The
dashed black line depicts the ω−2 high‐frequency decay.
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rupture area and suggested that using a fraction of the maximum slip could be used to determine the rupture
area. We estimate rectangular rupture areas by independently determining L and W such that the slip
outside the estimated rupture area does not exceed a threshold value of 0.25 m. This value corresponds to
roughly 10% of the average peak slip considering all ruptures in the database. This eliminates nodes where
ruptures are artificially terminated by the fault boundaries.

In addition to comparing our database against moment‐scaling relationships, we expect source spectra com-
puted from ruptures in our database to follow an approximateω−2 high‐frequency decay in spectral behavior
described by Brune (1970). Figure 1 (right) shows stacked spectra for the five different ensembles consid-

ered in this study. We compute the moment rate function on the fault using _M0 tð Þ ¼ dx2μ xð Þ∫ _s x; tð ÞdΣ,
where _s x1; x2; tð Þ is the slip rate function at point x, μ(x) is the shear‐modulus at x, and dx2 is the area of
the subfault. The integral is computed at each time step for the duration of the rupture. We normalize
all spectra to unit variance before stacking to account for ruptures with different moment magnitudes.
We find that all ensembles generally follow the ω−2 trend, implying that far‐field acceleration spectra fol-
low an ω0 trend up to fmax = 10.0 Hz, as expected from observations.

3. Overview of Kinematic Rupture Generator

A finite‐fault kinematic earthquake source can be defined as a collection of discrete subfaults, each having
an individually defined slip history. Within the finite fault, each subfault has its evolution of slip prescribed
through a chosen slip rate function.

3.1. Source‐Time Function

We use the regularized Yoffe slip rate function (Tinti et al., 2005) in our KRG formulation. The regularized
Yoffe function provides an appealing choice due to the empirical connections made to dynamic rupture
models (Tinti et al., 2005; Tinti et al., 2009) and the theoretical basis of the Yoffe function (Yoffe, 1951).
The regularized Yoffe slip rate can be expressed as

_s tð Þ ¼ Δu∫
∞
−∞g t − Tð Þy tð ÞdT; (1)

where

g tð Þ ¼ 1
τ2s

tH tð ÞH τp − t
� �þ 2τs − tð ÞH t − τsð ÞH 2τs − tð Þ� �

;

and

y tð Þ ¼ 2
πτr

H tð ÞH τr − tð Þ ffiffiffiffiffiffiffiffiffiffiffi
τr − t

p
:

Here, H is the Heaviside function and t is time. The parameters Δukin (final slip of kinematic source
function), τs (peak time), τr (rise time), and t0 (rupture initiation time) are needed to completely define
the regularized Yoffe function (Figure 2, left).

3.2. Background on Kinematic Source Generation

Our kinematic rupture generator uses statistics computed from dynamic rupture simulations along geome-
trically rough faults to simulate spatial fields reflecting the dynamic rupture models. The simulated spatial
fields are related through empirical relationships to the parameters of the regularized Yoffe function. These
spatial distributions of parameters define the source‐time function on each subfault, which completely
describes the kinematic finite‐fault source in both space and time. Thus, the KRG operates conceptually
in two different phases.

First, we simulate the physical spatial fields: Δu (final slip), peak slip velocity (vpeak), and rupture velocity
(vrup) normalized by the local shear wave velocity (cs) (vrup/cs) based on the one‐ and two‐point statistics
computed from dynamic rupture simulations along rough faults. The vrup is calculated by determining the
rupture time between two adjacent ruptured nodes. Second, we compute the parameters of the regularized
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Yoffe function (t0,τr,τs) using empirical relationships defined between the simulated physical fields and these
kinematic parameters.

Two recent studies by Trugman and Dunham (2014) and Yao (2017) investigated spatial correlations
between rough fault topography and physical spatial fields using dynamic ruptures along rough faults. In
the 2‐D case, Trugman and Dunham (2014) found that Δu,Vpeak, and vrup/cs were strongly correlated with
the local slope of the rough fault topography. However, for 3‐D, we follow Yao (2017) who found that the
physical source fields are correlated with the initial friction (μ0) or the ratio of shear traction to normal trac-
tion on the fault. The 2‐D and 3‐D results are consistent in the sense that μ0 represents a proxy for the initial
fault slope. These relationships constitute a physical basis for the relationship between the rough fault topo-
graphy and the resulting rupture process.

To describe the spatial interdependency noticed by Trugman and Dunham (2014) and Yao (2017), we define
a 4‐D Gaussian random variable consisting of Δu,Vpeak,vrup/cs,and μ0 having its spatial correlation defined
by a linear model of coregionalization (LMC). LMCs produce outputs as linear combinations of independent
random functions with the resulting covariance function being positive semidefinite. In the supporting
information to this article, we provide a brief background on LMCs, sequential simulation of random
variables, and list some advantages and disadvantages over using empirically defined correlation structures
(e.g., Song et al., 2013).
3.2.1. Simulating the Physical Source Fields
With the theoretical background covered in the supporting information, we provide an overview of the gen-
eral steps to simulate the physical source fields used in our rupture generator: Δu, Vpeak, and vrup/cs. This
process is known as Sequential Gaussian Simulation and follows Goovaerts and Goovaerts (1997):

1. Simulate a rough fault model following approach outlined in Shi and Day (2013) and compute the initial
friction using μ0 = |σs|/σn. We assume the same background stress model used in the dynamic rupture
computation to estimate μ0, although in theory any sensible model could be used.

2. Define a finite fault, A, along with a random path traversing A that visits each node u′ only once.
3. At each u′ in A, compute the mean and variance of the Gaussian conditional cumulative distribution

function using Equations (S13) and (S14). The cokriging system is solved using the spatial correlation
model defined by the LMC described in the supporting information.

4. Sample the conditional cumulative distribution function using the parameters obtained in the previous
step (Equation S12), and add yi(u′) to the data set.

Figure 2. (left) Regularized Yoffe function calculated using τs = 0.06 s and τr = 4.60 s. In addition, we show useful definitions relating the kinematic parameters to
characteristics of the source‐time function. (right) Dynamically computed slip rate function (black) and best fitting kinematic approximation (blue). The
shaded region under the dynamic function depicts the kinematic slip, which does not include afterslip. The inset of the figure shows the comparison in the
frequency domain. In the inset, the dashed line represents the target frequency of our KRG.
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5. Advance to the next node and complete the previous two steps. Repeat until all nodes are simulated.
6. Apply transformation of the simulated normal scores into the simulated values zi(u′) using the reverse of

the process shown in Equation (S10).

This framework provides flexibility to improve future versions of the kinematic rupture generator. For exam-
ple, more sophisticated kriging estimators can be applied to capture specific dynamic effects in addition to
different models of the spatial correlation structure. In addition, the conditional simulation approach allows
us to include other information, such as a model of Δu constrained by finite‐fault inversions or dynamic rup-
ture simulations.

4. Extracting Statistics for Kinematic Source Generation
4.1. Data Preparation

We apply a preprocessing routine to the computed dynamic rupture models before extracting any statistics,
consistent between all ensembles and applied to each simulation in the ensemble. This process involves
eliminating undesirable points that should not be included in the analysis. We eliminate points based on
Boolean criteria using a logical masking procedure. First, we exclude all subfaults at depths z > 15 km
and z < 4.0 km, representing points that rupture within velocity‐strengthening regions on the fault. Next,
we mask all points falling within a circle having radius = 4 km and its origin at the hypocenter. Due to
the artificial nucleation of dynamic rupture simulations, the points directly affected by the nucleation
technique are not be included in the analysis. We also exclude points with Vpeak < 0.1 m/s, because we
are interested in computing statistics for subfaults that rupture spontaneously and contribute significantly
to the moment, M0. Finally, we only consider points with subshear rupture velocities in this analysis (v-

rup/cs < 1), and save supershear propagation for important future work.

Next, we extract one‐point and two‐point statistics of the dynamic rupture models. One‐point statistics refers
to statistics that can be computed using a family of singular values, such as the mean or median. As such,
two‐point statistics are those that must be computed using two points, for example, variance or covariance.

4.2. Fitting Kinematic Slip Rate Functions

In addition to knowing the spatial structure of the physical fields computed during the dynamic rupture
(i.e., Δu,Vpeak, and vrup/cs), we need to understand how these physical fields relate to the kinematic para-
meters of the regularized Yoffe function (Equation 1). The parameters of the regularized Yoffe function
are the peak time, τs, the rise time, τr, the kinematic slip, Δukin, and the rupture initiation time, t0. We can
recover the kinematic parameters at each subfault by fitting the dynamic slip rate function with the function
shown in Equation 1. The recovered kinematic parameters Δukin and max(Vpeak) are different than their
dynamic counterparts. Hence, we make the distinction between the two sets of parameters when necessary
by using this notation.

Finding the best fitting regularized Yoffe function for each dynamic slip rate function requires a straightfor-
ward optimization on each subfault. In our database, every dynamic rupture model has ~2 million subfaults
(nx = 2,601, nz = 801) and 10,001 time steps (dt = 0.002 s). Due to the high‐frequency behavior of the simu-
lations, that result in small values of τs, we have to fit slip rate functions without downsampling
the simulation output. Due to the size of the three‐component slip rate function outputs, we determine
the kinematic slip rates for a single ensemble of slip‐weakening simulations. In total, we analyzed ~4 TB
(about 80 million subfaults) of slip rate functions for determining the kinematic parameters.

We fit the parameters of the regularized Yoffe function in two separate steps. In the first step, we determine
parameter values that can be directly computed from the dynamic slip rate functions. Then, we use these
values along with a grid search optimization routine to estimate the remaining parameters. First, we deter-
mine t0 directly from the dynamic slip rate function. Following the approach of Mai et al. (2017) and
Schmedes et al. (2013), we define a time tend where the slip reaches zero for the first time. We then compute

the kinematic slip usingΔukin ¼ ∫
tend
0 _sdyn tð Þdt, where _sdyn tð Þ is the dynamic slip rate function, which provides

more accurate recovery of the dynamic Vpeak. Using the computed parameters t0 and Δukin, we optimize a
least squares cost function to determine the best fitting values of τr and τp on each subfault. We note that
simply estimating the rise time using τr = tend − t0 produces an incorrect estimate of τr, since
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τreff = tend − t0 = 2τs+τr (Tinti et al., 2005), which results from the convolution of the Yoffe function with
parameter τr and the triangular function with half‐length τs.

Figure 2 (right) shows a typical dynamic slip rate function with the best fitting regularized Yoffe function.
We find that the regularized Yoffe function provides a good approximation to the dynamic slip rate func-
tions, and sufficiently recovers the frequency content in the dynamic simulations.

4.3. One‐Point Statistics

The Sequential Gaussian simulation technique operates under the parametric assumption of a multivariate
Gaussian random variable. This means that simulated field values are initially defined as quantiles of a
standard normal variable. In order to recover the desired one‐point statistics, a normal‐score transformmust
be applied to the simulated data. Several studies have shown that one‐point statistics of dynamic rupture
models are non‐Gaussian. For example, Schmedes et al. (2010) and Song et al. (2013) analyzed ruptures
on flat faults and show depth dependence in the marginal distributions of one‐point parameters in addition
to a dependency on hypocentral distance. However, a recent study on the statistics of rough faults by
Yao (2017) showed that sufficiently rough faults (α larger than about 0.005) eliminate the dependency on
the distance to the hypocenter. We find similar results to Yao (2017) in our dynamic rupture database,
and therefore do not include any distance dependence of the marginal PDFs (mPDF) in our KRG.

After simulating the rupture fields using sequential Gaussian simulation, we transform the kth largest value
from the simulated standard normal distribution with the kth largest value observed in the functions
(Figure 3). The mPDFs are subject to the limitations of the dynamic ruptures computed for our analysis.
In other words, we cannot say that these mPDFs would represent the distributional statistics observed for
arbitrary rupture mechanisms or magnitude, but they are representative of the Mw 6.4 to Mw 7.2 ruptures
on strike‐slip faults considered in this study.

Due to the limitations of simple kriging (i.e., the assumption that the mean is known), we only consider
regions on the fault that do not display a trend as a function of depth. This allows us to compute residuals
using a scalar mean value and use simple kriging, as the mean value is known to be zero for the residual
fields. Thus, we focus on the region between 4 km < z < 15 km where the rupture fields display a reasonably
constant mean as a function of depth. Above 4 km, we apply a linear tapering based on these results and
those obtained by Xu et al. (2016) relating to shallow slip deficit (see Figure 4).

4.4. Two‐Point Statistics

Estimating regionalization models poses minor challenges in the multivariate case. These challenges arise
from the limitations inherent with linear models of coregionalization where both semivariograms and
cross‐semivariogramsmust be described by semivariogrammodels with equal range parameters. In practice,
this results in a trade‐off between the semivariogram estimates for direct and cross semivariogram estimates
within the linear model of coregionalization, with better fits for certain semivariograms and worse fits for
others. In the supporting information, we outline our approach for obtaining the linear model of coregiona-
lization used to represent our dynamic rupture database.

Figure 5 shows the best fitting linear model of coregionalization fit using range parameters as = 250 m and
al = 5000 m. We chose range parameters that best represent both the direct semivariograms in addition to
the cross semivariogram with μ0. The estimated spatial correlation structure from our dynamic ensemble
is shown using the blue circles. The black line depicts our preferred linear model of coregionalization, which
we explain below. We define the nested exponential model using equation (S17) which provides the simplest
model that represents our semivariogram estimates. For μ0 and vrup the semivariance seems to be dominated
by short scale length processes, and Δu and Vpeak seem to be controlled by long‐scale processes. We attribute
the small‐scale length process to behavior on the scale length of the breakdown zone, which can explain the
small‐scale lengths for vrup. The longer correlation length of Δu and Vpeak is likely controlled by the crack‐
length or the pulse width of the dynamic rupture simulations.

Table 1 lists the coefficients of the coregionalization matrices Bl for the short‐range and long‐range compo-
nents, respectively. Notice that we do not include a nugget effect (discontinuity at zero lag) in this model. In
nearly all the direct and cross semivariogram estimates the value of the semivariogram is near zero at zero
lag. Only vrup displays a significant effect at h= 0. We also do not consider anisotropy in our LMC, while Mai
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and Beroza (2002) find that large strike‐slip events display anisotropy, likely due to the aspect ratio of long
rectangular faults. Incorporating anisotropy or a more complicated covariance model could be targets for
future improvements of the rupture generator.

We can compute the zero‐offset correlation matrix at h = 0 based on our linear‐model of coregionalization

using the relationship C 0ð Þ ¼ lim
h→þ∞

Γ hð Þ ¼ B1 þ B2 , where Bl are the coregionalization matrices. Table 1

lists the zero‐offset correlation from our LMC. We present normalized coregionalization matrices so that
the diagonal components of C(0) equal unity, allowing us to compare our spatial correlation model with
the results from Yao (2017). Our values all fall within the distributions of correlation coefficients found in
that study, and our preferred linear model of coregionalization reproduces the general features of our
dynamic rupture simulations. While we observe correlations for the source parameters, Trugman and
Dunham (2014) found much larger correlations between the source fields. The differences are likely due
to the more complex rupture behavior in 3‐D as opposed to the 2‐D simulations used in their study. For
example, in 3‐D, the fault has the ability to rupture around an asperity whereas a 2‐D rupture cannot.
This likely explains the lower correlations with μ0.

Figure 3. Density functions (a) and quantile‐quantile plot (b) shown for normalized physical source fields. The one‐point statistics are computed for all
dynamic ruptures in our database. We normalize the physical fields by the simulation mean and standard deviation before computing the density function.
(c) Mapping from simulated normal‐score value to desired physical quantity. These functions preserve the order statistics observed in the dynamic rupture
simulations by equating the kth largest simulated value with the kth largest value of the desired marginal probability density function. The median values are
depicted on the figure with dashed lines.
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Figure 4. Depth dependency of one‐point statistics computed for (a) final slip Δu (b) peak slip velocity Vpeak, and (c) rupture velocity vrup for all ruptures in our
database. The thick blue line depicts the mean value computed at that depth for all ruptures, and the shaded region represents ±1 standard deviation of the
mean value. The near‐surface effects of the velocity strengthening imposed in the rupture models are apparent in all of the physical fields. Notice the large
variability in Vpeak as compared with the other rupture fields.

Figure 5. Preferred linear model of coregionalization for the dynamic rupture ensembles. Our model consists of two nested exponential semivariograms with
range parameters 250 and 5,000 m. Expected semivariance estimates are shown using blue circles and the corresponding linear model of coregionalization is
depicted with a black line.
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4.5. Empirical Relationships for Kinematic Parameters

We now derive empirical relationships between the parameters of the reg-
ularized Yoffe function, namely, the rupture initiation time, t0, the peak
time τs, and the rise time τr, and simulated rupture fields, in order to pro-
duce a complete kinematic slip model.
4.5.1. Rupture Initiation Time
When computing the rupture initiation time, t0, we first scale the simu-
lated vrup/cs by the cs of the ground motion simulation to produce
vrup (m/s). Next, we define a hypocenter location on the finite‐fault plane.
Using a fast‐marching solution to the Eikonal equation, we convert the
simulated vrup into rupture initiation times t0 for each subfault.
4.5.2. Peak Time
Using laboratory experiments, Ohnaka and Yamashita (1989) proposed
the relationship Vpeak ∝ Dcf

s
max ; where Dc is the critical slip‐weakening

distance, and f smax represents the cutoff frequency of the slip rate function.
Tinti et al. (2005, 2009) confirmed that this relationship holds for the reg-
ularized Yoffe function used in our KRG. Using the data in Table 1 of Tinti
et al. (2005),

τs ≈ α0
d′0

Vpeak
; (2)

where α0 is a constant of proportionality. We replaced Dc with d′0 in Equation 2, because the notion of Dc

does not translate directly to a kinematic source time function. We can regard d′0 as a value that can be
directly computed from the parameters of the regularized Yoffe function (Tinti et al., 2005). Tinti et

al. (2005) showed that one can relate the kinematic parameters τs, τr, and Δu to d′0 using:

d′0 ≈ Δu
ffiffiffiffiffiffiffiffiffiffi
1:3τs
τr

r
; (3)

Using Equation 3 we estimate d′0 for 16 simulations randomly selected from our ensemble. The chosen

simulations share a value of Dc = 0.16 m, and we recover an average value of d′0 ¼ 0:13 m. Using this esti-

mate of d′0, we compute the coefficient α0 ≈ 1.55 by performing a least‐squares estimate on Equation 2.

Here, we summarize the process to estimate the variable τs on the fault given the simulated spatial field

Vpeak: (1) assume a target f smax for the kinematic source model and compute the value of d′0 corresponding

to the chosen f smax using the relationship Vpeak=d
′

0 ≈ 2:5 f smax ; which comes from rearranging the empirical

relationship from Ohnaka and Yamashita (1989). The overbar denotes the average Vpeak of the simulation.
We determine the constant of proportionality using the least squares fit to the data shown in Figure 6a.

(2) Compute τs for each subfault using the the Vpeak simulated on that subfault and d′0 computed in Step 2
(Equation 2; Figure 6b). By applying this two‐step process instead of simply regressing on Equation 2, we
expose f smax as a parameter to use in the kinematic model.

In order to prevent unrealistically large values of τs,we have implemented empirical rules to define the effec-
tive Vpeak derived from the dynamic rupture simulations. First, we limit the ratio between simulated Δu and
Vpeak to 2 to eliminate areas on the fault with largeΔu, but low Vpeak. Next, we limit themin(Vpeak) to 0.1 m/s
to prevent unrealistically large values of τs. The choices of these rules are largely arbitrary, but produce dis-
tributions of τs consistent with those computed from the dynamic rupture simulations.
4.5.3. Rise Time
Finally, we need to calculate τr before we can generate our finite‐fault kinematic slip model. Guatteri et
al. (2004) proposed that the effective rupture duration tdurrelates linearly to the total slip duration on a given
subfault (τreff). In our dynamic rupture models, τs ≪ 1, indicating that τr ≈ τreff, so the relationship proposed
for the triangular source time function used by Guatteri et al. (2004) should apply here. In addition, we know

Table 1
Coefficients of Coregionalization Matrices

Field Δu Vpeak vrup μ0

Short‐range coregionalization matrix, B1

Δu 0.0282
Vpeak 0.0002 0.0403
vrup 0.0164 0.0631 0.6917
μ0 0.0783 0.1215 0.154 0.6049

Long‐range coregionalization matrix, B2

Δu 0.9718
Vpeak 0.81 0.9597
vrup 0.1504 0.1841 0.3083
μ0 0.0946 0.15 0.0859 0.3951

Zero‐offset correlation coefficients, C(0), between source parameters
computed from linear model of coregionalization

Δu 1
Vpeak 0.8102 1
vrup 0.1667 0.2472 1
μ0 0.1729 0.2715 0.24 1
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that Δu correlates with τr from previous studies (e.g., Schmedes et al., 2010; Yao, 2017). Therefore, we
construct a linear model using the final slip Δu and effective rupture duration tdur as predictors to
estimate τr. This relationship is defined using the following:

τr ¼ β0Δuþ β1tdur ; (4)

where the coefficients β0 and β1 are found to be 3.55 and 0.08, respectively. We also investigated the pos-
sibility of an interaction between Δu and tdur, but do not obtain passable models for predicting τr, when
including the interaction term in Equation 4. Figure 7 shows the predictions of this model compared with
the results from dynamic rupture simulations with scatter plots for each predictor (Δu and tdur) plotted
against τr by fixing the value of the predictor to its mean value in Figure 7.

Finally, tdur must be specified in order to compute τr using Equation 4. We define tdur for a simulation by
using the average value of t0 on the fault boundary. Subfault locations that have negative tdur (i.e., subfaults
that rupture after the chosen tdur) are not permitted to rupture by setting Δu = 0.

Figure 7. Multiple linear model defined to estimate τr given the final slip Δu and the effective rupture duration tdur. (a) τr as a function of tdur for subfaults where
Δu = 0.9 m ± 0.001 m. The black line shows the predicted values of τr. (b) τr as a function of Δu for subfaults where tdur = 10.2 s ± 0.01 s, the black line shows the
predicted τr.

Figure 6. Outline of the two‐step procedure to estimate τs from the physical source fields. (1) By choosing an arbitrary f smax, we can compute the d′0 associated with

this f smax by using the average Vpeak for the simulation and applying the relationship shown in (a). (2) using the estimate ofd′0 we calculate the corresponding value

of τs assuming the subfault Vpeak using the relationship shown in (b). This process produces spatially variable τs with average f smax chosen in Step (1).
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4.6. Sample Kinematic Rupture Realization

Figure 8 shows an example kinematic source generated using the methodology described in this paper. We
can see the correlation between τr and Δu in addition to the anticorrelation between Vpeak and peak time τs.
In addition, the variability in vrup/cs results in the rough distribution of rupture initiation times t0. In the next
section, we present ground motions computed using finite‐fault sources generated using this methodology.

5. Validating the KRG

The validation procedure can be considered an impossible task for natural systems (Oreskes et al., 1994), but
nonetheless it is imperative to display that models provide useful and sensible results. In this context, we are
interested in understanding the usefulness of this KRG implementation to generate broadband seismic
sources that produce reasonable ground motion amplitudes and variability. We constrain the validation of
the KRG to ground motions within 25 km from the finite fault where effects from anelastic attenuation or
scattering are limited.

We validate the ground motions produced using sources from the kinematic rupture generator described in
this paper by comparing deterministic simulations against leading GMPEs (e.g., Abrahamson et al., 2014;
Boore et al., 2014; Campbell & Bozorgnia, 2014; Chiou & Youngs, 2014). In addition to GMPE comparisons,
we show visualizations of far‐field acceleration and displacement spectra in addition to seismograms
extracted at select stations around the finite fault.

We computed ground motions using the fourth‐order space second‐order time staggered‐grid finite differ-
ence code AWP‐ODC‐CPU (Cui et al., 2010, 2013) including frequency‐dependent attenuation (Withers et
al., 2015) and perfectly matched layers (Marcinkovich & Olsen, 2003) using 20 nodes to minimize grid

Figure 8. Example kinematic source model generated using methodology presented in this paper. The kinematic parameters Δu,τs,τr,and t0 completely describe
the spatiotemporal evolution of slip on the fault using the regularized Yoffe function. We show the corresponding Vpeak and vrup/cs associated with the kinematic
parameters. The yellow star depicts the hypocenter location set at x = (20 km, 5 km).
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boundary‐reflected energy from contaminating the solution. We refer the interested reader to Cui et
al. (2010, 2013) for an in‐depth description of the numerical method.

We simulate 40.0 s of deterministic wave propagation in a 90 km × 50 km × 25 km domain discretized using
dx = 25 m. The simulations run for ~3.5 hr using 7,200 processors on ORNL Titan. We incorporate a 1‐D
velocity profile with min(Vs) = 1,250 m/s representative of a hard‐rock site (Figure 9), resolving frequencies
up to 10 Hz with a minimum wavelength λmin = 125 m using at least five points per wavelength. To model
anelastic attenuation, we incorporate a linear relationship between Qs and Vs. For f > 1 Hz, we model fre-
quency‐dependent attenuation using a power law with exponent γ = 0.6. We express this frequency‐depen-
dent attenuation relationship using

Q fð Þ ¼ Q0
f
f 0

� �γ

; f ≥ f 0

Q0; f < f 0

8<
: ; (5)

where f0 = 1.0 Hz, and Q0 = 100 Vs. Equation 5 provides the shear wave quality factor Qs, and we repre-
sent the P wave quality factor as Qp = 2Qs.

5.1. Kinematic Source Models for AWP‐ODC

We generate five finite‐fault kinematic slip models using the rupture generator methodology described
above and insert into AWP‐ODC via moment‐rate components. The strike ϕs and dip δ can be computed
directly from the rough fault model used to generate the distribution of initial friction μ0. Given the fault nor-
mal vector bn for a subfault, we compute the dip δ as the angle between bnand the surface projection (bnproj) of bn
using δ ¼ 90 − cos−1 bn · bnproj

� �
, with δ = 90° corresponding to vertical. In addition, we compute strike using

ϕs ¼ cos−1 bnproj · bx� �
, where bx denotes the unit vector depicting the Cartesian axis. Lastly, the rake λ is

defined using λ = cos−1(ϕs · u) where ϕs denotes the strike‐vector and u denotes the slip vector on the

Figure 9. (a) Material model for shear wave velocity (Vs), P wave velocity (Vp), and density (ρ). This model represents a smooth 1‐D profile representative of a rock
site in southern California based on a 1‐D profile extracted from the SCEC CVM‐S4.26 velocity model. (b) Free surface of simulation domain showing six
stations (red triangles) used for qualitative visualizations of seismograms and spectra. Black dots depict stations used to extract spectral accelerations for GMPE
comparisons. The epicenter location is shown using the yellow star.
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fault. In other words, λ represents the angle between fault strike and the
slip vector. From our dynamic rupture simulations, we find that λ largely
follows ϕs with only 10% of subfaults showing |λ − ϕs| > 1°, and thus
assign λ = ϕs.

Figure 10 shows the scalar slip on the fault plane for source models 1–5
considered in the validation. The variation inMw arises due to the fact that
each individual realization from the sequential simulation technique does
not necessarily have zero mean, unlike an ensemble of realizations. We
generate Δu using the one‐point distribution functions shown in
Figure 3c. We assign median values to our kinematic sources of
Δu = 0.81 m, Vpeak = 1.51 m/s, and vrup/cs = 0.72, based on dynamic rup-
ture simulations.

The use of these values produces an average slip for the five kinematic
sources of 0.64 m (Figure 10). We compare this with the average slip of
1.01 ± 0.38 m from the dynamic ensemble. We note that the kinematic
ruptures have an average slip that is approximately 1 standard deviation
below the dynamic ruptures. Therefore, while the kinematic sources
appear lower than some of the dynamic simulations shown in Figure 1
(left), statistically, they are consistent with the average slip distribution
provided by the dynamic simulations. In future versions of the rupture
generator, we plan to address this by replacing the empirical distributions
(used in this study) with parametric distributions. This change should pro-
vide more granular control over the kinematic sources that are generated
using this method.

In all of the simulations we project the kinematic model onto a flat fault,
but preserve the moment‐tensor orientation of the rough fault. This fol-
lows the approach of Mai et al. (2017) who showed that projecting
moment rates onto a flat fault produces consistent groundmotions as long
as the moment‐tensor components reflect the geometry of the rough fault.

5.2. Ground Motion Validation

Figures 11 and S1 show three‐component 0–10 Hz velocity seismograms
computed for stations T3 and B3 (see Figure 9b), respectively, 15 km from
the epicenter in the along‐strike direction and 5 km from the fault plane.
These figures show that seismograms originating from the KRG sources
produce ground motions that pass the “eyeball” test. In other words, these
synthetic records could be mistaken for recorded broadband ground
motions without any other context.

Figure 12 shows the corresponding far‐field fault‐normal acceleration,
with amplitudes that increase up to a corner frequency fc and display flat
spectra to fmax = 10 Hz (following the ω−2 source model). This behavior
has been observed in natural earthquakes (e.g., records from the 1980
Mexicali earthquake shown by Anderson & Hough, 1984) and published
dynamic rupture simulations on rough faults (e.g., Dunham et al., 2011;
Shi & Day, 2013). Figure S2 shows normalized Fourier amplitude of dis-
placement computed at the six stations shown in Figure 9b for Source 3.
We show that our rupture generator produces far‐field displacement spec-

tra with ω−2 high‐frequency decay up to the simulated fmax = 10 Hz, consistent with theoretical considera-
tions for shear failure on faults (e.g., Brune, 1970). We find identical behavior for the high‐frequency decay in
far‐field spectra from the other four kinematic source models considered here.

It is important to verify whether the simulated amplitudes and variability are comparable with spectral
accelerations predicted by GMPEs. Figure 13 shows a comparison between 5%‐damped GMRotD50

Figure 10. Final slip Δu distributions for five finite fault source models
produced using the kinematic rupture generator used for validation. We
show the Mw of each earthquake in the upper left of each plot. Contour
lines indicate 1 s intervals of rupture initiation times, and we depict the
hypocenter location with the yellow star.
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spectral accelerations (Boore, 2006) for source models 1, 2, and 3 and GMPEs derived from the NGA West2
database (i.e., Abrahamson et al., 2014; Boore et al., 2014; Campbell & Bozorgnia, 2014; Chiou &
Youngs, 2014) for periods between 2.0 and 0.2 s at stations located on a 500 m × 500 m grid (see
Figure 9b). We find that our source models produce comparable fits with the GMPE medians and display
ground motions that fall within ±1 intraevent standard deviations. Furthermore, we find that all five
kinematic source models as a function of distance are unbiased compared to the GMPEs (residuals within
1 σ, Figure 14). Additionally, it is noteworthy that our rupture generator produces ground motions with
variability consistent with observed earthquakes.

6. Discussion

While the comparison of spectral accelerations from the KRG to those from leading GMPEs by no means
represents a systematic validation of the KRG, it provides a promising indication that this model could

Figure 11. Velocity seismograms plotted for five source models (Sources 1–5) at station T3 (see Figure 9b). The peak
motions for each component are shown above the time series. The synthetic seismograms are labeled by their
respective source model (see Figure 9).
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become a useful tool to generate broadband seismograms for seismic hazard evaluation. At high frequencies,
effects from small‐scale velocity heterogeneities (Bydlon & Dunham, 2015; Imperatori & Mai, 2012; Savran
& Olsen, 2019; Withers et al., 2019,b), Q(f), and nonlinear effects (Roten et al., 2017) become increasingly
important. Armed with realistic broadband source descriptions from our KRG, it may be possible to
resolve trade‐offs between scattering parameters, nonlinearity, and Q(f).

Mai et al. (2017) proposed a method to estimate λ using an anticorrelated random field with δ; however, we
could not reproduce their method using our dynamic rupture database. This is likely due to the sensitivity of
λ to the orientation of the background stress field with respect to the fault plane in the dynamic rupture
simulations. We recommend this question receive further scrutiny in the future.

Recently, Thingbaijam and Mai (2016) analyzed a database of finite‐fault inversions and suggested that the
slip distribution could be modeled using a truncated exponential distribution due to the positivity con-
straints on the physical rupture fields. In agreement with this study, we find that the mPDF estimates from
our dynamic rupture models also follow truncated distributions. The truncated distributions provide repre-
sentations of the rupture fields that are consistent with the physical limitations of the rupture process,
namely, all rupture fields must be greater than zero. Figure 3a shows the marginal distributions estimated
when considering all of the dynamic rupture simulations in our database. We find that the estimated density
function is approximately symmetric, therefore we cannot account for the truncation at zero using a loga-
rithmic transformation. In addition, we find that mPDFs are generally non‐Gaussian, which is consistent
with previous studies. Figure 3b shows quantile‐quantile plots based on a standard normal variable. For

Figure 12. Far‐field acceleration spectra computed for Source 3. The vertical dashed line depicts the fmax = 10 Hz of our deterministic simulations, and the thick
dashed line shows the ω0 high‐frequency decay.

10.1029/2020JB019464Journal of Geophysical Research: Solid Earth

SAVRAN AND OLSEN 17 of 22



Figure 13. Comparisons of spectral accelerations for Source 1 (left), Source 2 (center), and Source 3 (right) against NGA West2 GMPE values. Red dots represent
spectral acceleration values computed at the stations depicted (see Figure 5b). The shaded gray region shows the range of GMPE median estimates and the black
line indicates ±1 intraevent sigma.
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both Δu and Vpeak the truncated values are observed at ~ −2.5 quantiles
from the mean value. In our KRG, we incorporate an empirical mPDF
derived from the dynamic rupture simulations, as opposed to using a gen-
eral distribution function. Incorporating this type of generalized marginal
distribution would be a primary target for future improvements to the
KRG.

The implementation of this rupture generator is modular and flexible in
the sense that nearly every aspect of the method can be easily improved
or modified when new information becomes available. For instance, our
choice to separate the physical source fields from estimating kinematic
parameters allows for a straightforward incorporation of alternative
source‐time functions. In addition, the marginal distributions or two‐
point statistics could also be modified to reflect future analyses. Even
the simulation technique itself could be replaced. This allows for a rupture
generator that can evolve along with new information and understanding
of the rupture process.

Despite promising comparisons with GMPEs, there are some limitations
of this KRG from a practical standpoint. The most urgently needed
improvement of the KRG is the ability to generalize the empirical cumu-
lative distribution function for the simulated Δu and/or desired seismic
moment. In the KRG's current form, the target Mw can only be chosen
through specifying the fault dimension, as the empirical distribution
functions for Δu,Vpeak, and vrup/cs are fixed. In practice, as displayed
by the five simulations shown in this article, the target Mw will vary
depending on the result of the sequential simulation. This is caused by
the fact that the sequential simulation method does not guarantee that
the fields of a single realization will have zero mean, even though the
random variable itself has zero mean. In future work, scaling relation-
ships derived from the dynamic simulations supplemented with inverted
kinematic sources, for example, following the approach of Melgar and
Hayes (2019), can provide a framework that can generalize the rupture
generator to sources not included in the dynamic rupture set used in
our analysis.

Previous rupture generators implement power law or von Karman corre-
lation functions to describe the autocorrelation structure. For example,
Mai and Beroza (2002) find that von Karman autocorrelation functions

best represent the spatial statistics of observed slip models. In future work, we recommend to introducemore
complex spatial correlation models that can account for some of the misfit observed in Figure 5. With our
KRG implementation it is straightforward to incorporate more complex linear models of coregionalization
or other covariance models.

Since we only simulated dynamic rupture models on strike‐slip faults in a relatively limitedmagnitude range
(Mw 6.5 toMw 7.2), our rupture generator should only be used to simulate strike‐slip sources in this magni-
tude range. Based on the fault dimensions in our rupture database there are data representing faults from
10 km × 10 km up to 65 km × 15 km. Previous studies have shown that dipping faults behave like strike‐slip
faults (Schmedes et al., 2013), in a statistical sense, but we recommend to confirm that relationship on rough
faults before applying this model in that context. Lastly, scaling relationships should be adopted to expand
this framework to various fault lengths.

7. Conclusions

This work is guided by the fact that a large part of the built infrastructure in our society consists of buildings
that are particularly sensitive to ground motions with energy at frequencies between 1 and 10 Hz. For this

Figure 14. Bias plots comparing simulated median spectral accelerations
for all five kinematic source models against GMPE medians. The thick
black line depicts the ensemble average over all simulations, and the dark
shaded blue region denotes the range of ensemble median values. The
dashed black lines depict ±1 intraevent σ (in natural log units) for each
period predicted by the GMPE, and the light‐shaded blue region shows the
standard deviation in each distance bin from the simulated ensemble.
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reason, it is critical to be able to predict shaking from future earthquakes in this bandwidth. Earthquake
source characterization for the higher frequencies clearly requires further attention.

We have developed a new KRG based on the statistics of over 100 dynamic simulations on geometrically
complex strike‐slip faults forM 6.4–7.2 events to produce broadband ground motions. The KRG fits a linear
model of coregionalization to capture the dominating behavior of the relevant scale lengths at the break-
down zone and along the slip path, respectively. In addition, we define empirical functions relating standard
normal quantiles to the one‐point statistics seen in the dynamic rupture simulations. We use a sequential
technique to simulate realizations of this 4‐D random variable conditioned on a distribution of the initial
friction. Further validation and parameter tuning is needed to ensure that the KRG produces acceptable
results for dip‐slip events and magnitudes outside the range tested in this study.

We computed deterministic groundmotion simulations for frequencies up to 10 Hz using five source models
generated using the KRG implementation presented in this paper. We validate our ground motions for spec-
tral accelerations with periods longer than 0.2 s against NGA West 2 GMPEs up to distances of 25 km. We
find that our KRG produces ground motions that show promising comparisons with GMPE medians and
intraevent standard deviations. In addition, our rupture generator produces flat acceleration across the
desired model bandwidth as well as seismograms that qualitatively appear similar to recorded ground
motions. Based on these comparisons, we believe that our rupture generator will help provide insight into
the broadband behavior of future earthquakes. Future validation using this KRG should incorporate
small‐scale media heterogeneities and nonlinear response in the material surrounding the fault in order
to capture other physical mechanisms involved in the wave propagation problem, and assess the interdepen-
dency between these parameters and the resulting ground motions. We propose these interdependencies
could be investigated in a fully deterministic version of the SCEC broadband platform (Goulet et
al., 2015). While this platform does not yet exist, it could be important for the future of high‐frequency broad-
band ground motion simulation.

Data Availability Statement

The KRG software and data can be downloaded from this site (http://hypocenter.usc.edu/research/savran_
olsen_krg).
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