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Abstract—Previous studies have shown that plastic yielding in

crustal rocks in the fault zone may impose a physical limit to

extreme ground motions. We explore the effects of fault-zone non-

linearity on peak ground velocities (PGVs) by simulating a suite of

surface-rupturing strike-slip earthquakes in a medium governed by

Drucker–Prager plasticity using the AWP-ODC finite-difference

code. Our simulations cover magnitudes ranging from 6.5 to 8.0,

three different rock strength models, and average stress drops of 3.5

and 7.0 MPa, with a maximum frequency of 1 Hz and a minimum

shear-wave velocity of 500 m/s. Friction angles and cohesions in

our rock models are based on strength criteria which are frequently

used for fractured rock masses in civil and mining engineering. For

an average stress drop of 3.5 MPa, plastic yielding reduces near-

fault PGVs by 15–30% in pre-fractured, low strength rock, but less

than 1% in massive, high-quality rock. These reductions are almost

insensitive to magnitude. If the stress drop is doubled, plasticity

reduces near-fault PGVs by 38–45% and 5–15% in rocks of low

and high strength, respectively. Because non-linearity reduces slip

rates and static slip near the surface, plasticity acts in addition to,

and may partially be emulated by, a shallow velocity-strengthening

layer. The effects of plasticity are exacerbated if a fault damage

zone with reduced shear-wave velocities and reduced rock strength

is present. In the linear case, fault-zone trapped waves result in

higher near-surface peak slip rates and ground velocities compared

to simulations without a low-velocity zone. These amplifications

are balanced out by fault-zone plasticity if rocks in the damage

zone exhibit low-to-moderate strength throughout the depth extent

of the low-velocity zone (� 5 km). We also perform dynamic non-

linear simulations of a high stress drop (8 MPa) M 7.8 earthquake

rupturing the southern San Andreas fault along 250 km from Indio

to Lake Hughes. Non-linearity in the fault damage zone and in

near-surface deposits would reduce peak ground velocities in the

Los Angeles basin by 15–50%, depending on the strength of crustal

rocks and shallow sediments. These results show that non-linear

effects may be relevant even at long periods, in particular in

earthquakes with high stress drop and in the presence of a low-

velocity fault damage zone.

Key words: Spontaneous rupture simulation, fault-zone

plasticity, non-linear soil behavior.

1. Introduction

Computer simulations of the dynamic rupture

process and the resulting wave propagation provide a

means to predict near source ground motions which

are not sufficiently represented in observed data. In

probabilistic seismic hazard assessment, the lack of

such observations leads to very high ground motion

levels at the low probabilities of exceedance required

for critical facilities, such as nuclear installations

(e.g., Bommer et al. 2004; Bommer and Abrahamson

2006; Hanks et al. 2005). Physics-based synthetic

earthquake ground motion data could complement

observations in regions of poor sampling to better

constrain ground motion prediction equations

(GMPEs). Furthermore, numerical models are able to

establish physical limits to ground motions, as

exemplified in the case of the proposed Yucca

mountain underground repository (e.g., Andrews

et al. 2007; Duan and Day 2010; Templeton et al.

2010). These studies have shown that plastic yielding

of crustal rocks in the fault damage zone and near the

surface limits the maximum peak ground velocities

(PGVs) that must be expected at the site.

The absorption of rupture energy by inelastic

response of fault-zone material has been the subject

of many recent numerical studies on rupture

dynamics (e.g., Andrews 2005; Ma 2008; Dunham

et al. 2011a; Gabriel et al. 2013). By simulating the

M 7.8 ShakeOut earthquake scenario based on a

kinematic source parameterization (Graves et al.

2008) in an elasto-plastic medium, the authors found

that non-linear material response could reduce long-

period (\1 s) PGVs in the Los Angeles basin by

30–70% with respect to visco-elastic solutions (Roten

et al. 2014). These findings were somehow surpris-

ing, as non-linear effects are typically assumed to be

relevant only at higher frequencies (e.g., Field et al.
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1998). Because permanent deformations occurred

mostly near the fault in these simulations (Roten

et al. 2014), the ground motion reductions were

mostly attributed to yielding in the fault damage

zone, although some deformation was also reported

in low-velocity sediments if cohesions were assumed

to be near zero. This work aims to systematically

explore the reduction of PGVs through fault-zone

plasticity by simulating a suite of scenario earth-

quakes representing a range of magnitudes (6.5, 7.0,

7.5, and 8.0), initial fault stress conditions, and

material strength parameters.

Simulations also indicate that low-velocity zones

(LVZ), which are encountered around most mature

faults, have important effects on dynamic rupture

(e.g., Harris and Day 1997; Huang et al. 2014).

Because such fault damage zones are typically char-

acterized by lower cohesions and friction angles

compared to surrounding wall rock (e.g., Duan and

Day 2010), they could potentially also contribute to

fault-zone plasticity effects. To quantify the effect of

such low-velocity zones on ground motions, we

perform a set of dynamic rupture simulations with

low-velocity damage zones.

2. Method

We simulate dynamic rupture and wave propa-

gation using the AWP-ODC 3-D finite-difference

(FD) code (Olsen 1994; Day and Bradley 2001; Cui

et al. 2010) which implements the staggered-grid

split-node (SGSN) formulation (Dalguer and Day

2007) for spontaneous rupture. The code includes

non-associative Drucker–Prager plasticity (yielding

occurs in shear) following the return map algorithm,

regularized using time-dependent relaxation (An-

drews 2005). In the framework of the SCEC/USGS

(Southern California Earthquake Center/US Geolog-

ical Survey) dynamic earthquake rupture code

verification exercise (Harris et al. 2009, 2011), the

code has been verified against several other finite-

difference and finite-element methods for both visco-

elastic (benchmark TPV26) and elasto-plastic

(benchmark TPV27) material properties.

For simplicity, we selected a horizontally layered

velocity model for most of our dynamic rupture

simulations. The 1D model represents the crustal

structure in the Mojave desert in southern California,

and has a minimum shear-wave velocity of 500 m/s.

To analyze the effects of plasticity for a realistic

earthquake rupturing the Southern San Andreas fault,

eight of our dynamic rupture simulations were per-

formed for the SCEC community velocity model

version 4 (Magistrale et al. 2000). Visco-elasticity

was modeled using constant Q (Day and Bradley

2001), which quality factors defined as Qs ¼ 50 vs (vs
in km/s) and Qp ¼ 2 Qs (e.g., Olsen et al. 2009).

2.1. Initial Stress and Rupture Models

We assume that the shear stress on the fault

increases with depth and that the water table is

located at the surface. The vertical stress is computed

from the lithostatic load and taken as the intermediate

principal stress (Dalguer and Mai 2008), r2. We

adopt the stress field used by a previous study (Ma

2008; Ma and Andrews 2010), assuming that the

major principal stress, r1, is rotated by 45� with

respect to the fault and the ratio between effective

principal stresses follows r01 ¼ 1:4 r02 and

r03 ¼ 0:6 r02. The fault is parallel to the x-axis in

our model, with s0xy ¼ 0:4 s0yy and s0xx ¼ s0yy ¼ s0zz.

Because the SGSN FD code is limited to planar,

vertical faults, we cannot directly simulate the

roughness of the fault which is important for

generation of higher frequencies (e.g., Dunham et al.

2011b; Shi and Day 2013). However, effects of fault

roughness have been emulated by adding a 2-D

random field to the initial shear stress on the fault in

previous studies (e.g., Dalguer et al. 2008a; Olsen

et al. 2009; Roten et al. 2011; Dalguer and Mai 2012;

Baumann and Dalguer 2014). Here, we generally

follow the method of Dalguer et al. (2008a) for

defining depth-dependent normal and shear stress on

the fault, but with a modifications on the emulation of

fault roughness. Since the initial stress field must be

defined throughout the medium in a non-linear

simulation, we prefer to keep the initial stress

monotonically increasing with depth and laterally

homogeneous. Instead, we emulate fault roughness

by applying the random field to the dynamic and

static friction coefficient.
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We use a von Karman autocorrelation function to

compute a normalized random field F(x, z), with

autocorrelation lengths computed according to estab-

lished empirical equations (Mai and Beroza 2002) for

a strike-slip event of the given magnitude (Table 1),

and fault dimensions consistent with recent earth-

quake fault scaling relations (Leonard 2010). We use

a Hurst coefficient of 0.75 (Baumann and Dalguer

2014). Dynamic rupture is simulated using a linear

slip-weakening law. The critical slip distance Dmax

was set to 0.3 m. For rupture model A, the average

friction coefficient, ld, is taken as 0.35, and the

average static friction coefficient ls is assumed to be

0.5. This results in an average stress drop of about 3.5

MPa. For rupture model B, we use ld ¼ 0:30 and

ls ¼ 0:6, which doubles the average stress drop. The

static friction coefficient at position (x, z) on the fault

is perturbed using the random field, such that it is

always above or equal to the ratio between the initial

shear and normal stress at that position (Fig. 1):

lsðx; zÞ ¼ ls � ls �
s0xyðx; zÞ
s0yyðx; zÞ

 !
Fðx; zÞ: ð1Þ

The dynamic friction coefficient is then calculated by

adjusting the average value with the same amount:

ldðx; zÞ ¼ ld þ lsðx; zÞ � lsð Þ: ð2Þ

The dynamic failure stress may be above the initial

shear stress (Fig. 1a), representative of dynamic

overshoot during past earthquakes. The initial stres-

ses for rupture model B were generated using the

same realizations of the random field as rupture

model A. However, due to the higher stress drop in

rupture model B, we reduced the fault dimensions to

obtain the target scenario magnitudes. To avoid

abrupt termination of the rupture at the fault bound-

aries, the dynamic friction coefficient is linearly

increased to the value of ls inside a transition zone at

the edges and the bottom of the fault (Fig. 1b).

Outside of the fault, we use ls ¼ ld ¼ 105. Fault

cohesion is tapered from 1 MPa at the surface to zero

below 3 km depth using a ramp function. The stress

drop generally increases with depth, but can assume

negative values (Fig. 1c). The rupture is started by

prescribing a smooth forced rupture within the

nucleation patch, with the forced rupture velocity

decreasing with distance from the hypocenter (Biz-

zarri 2010; Barall 2010).

2.2. Models of Rock-Mass Strength

In our implementation, the Drucker–Prager yield

stress YðsÞ is expressed in terms of cohesion c and

friction angle u,

YðsÞ ¼ max
�
0; c cosu� ðsm þ Pf Þ sinu

�
ð3Þ

where sm is the mean stress and Pf the fluid pressure.

Both cohesions and friction angles may be deter-

mined in the laboratory from small samples, such as

drill cores. However, in a jointed rock mass, the

strength tends to decrease with increasing sample

size, as a larger sample is more likely to contain pre-

existing fractures on which failure will occur (e.g.,

Wyllie and Mah 2004). Civil and mining engineering

problems often use the generalized Hoek–Brown

failure criterion, which accounts for the reduction of

shear strength by the presence of joints in the rock.

The Hoek–Brown criterion describes the strength

of intact rock with the unconfined compressive

strength rci and the material constant mi, which is

provided in tables for various rock types. Typical

values are mi � 7 for weak sedimentary rocks, such

as shales or siltstones, mi � 17 for stronger sedimen-

tary rocks like sandstone or greywackes, and mi � 25

for strong igneous or metamorphic rocks, such as

granite, diorite, or gneiss. The reduced value mb is

evaluated from the material constant mi using the

Geological Strength Index (GSI) of the rock. The

value of the GSI ranges from 0 to 100 to reflect

different geologic conditions, related to the degree of

fracturing and weathering. A GSI above 80 indicates

intact, undisturbed rock; a GSI of 50 reflects a blocky

Table 1

Fault dimensions (rupture length L and down-dip rupture width W)

and von Karman (VK) autocorrelation lengths (along strike, ax,

and along dip, az) used for the different magnitude (M) scenario

earthquakes

M 6.5 7.0 7.5 8.0

L 25 54 171 541

W 13 17 17 17

ax 8.0 15.9 31.3 61.7

az 3.4 4.90 7.2 10.5

All distances are in kilometers
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and disturbed rock, while a GSI value of 30

represents a disintegrated, heavily broken or tecton-

ically deformed rock mass.

The Hoek–Brown model (Hoek et al. 2002) also

provides empirical equations to approximate the

curved Hoek–Brown failure envelope using a linear

Mohr-Coulomb failure line. Equivalent friction

angles and cohesions derived in this way allow the

application of the Hoek–Brown criterion in numerical

models that incorporate Mohr–Coulomb or Drucker–

Prager yield conditions.

To cover a wide range of possible rock-mass

strengths, we define equivalent cohesions and friction

angles using three different sets of Hoek–Brown

parameters (Table 2). The granite model represents a

very good quality hard rock mass, with GSI ¼ 75,

mi ¼ 25, and rci ¼ 1:5� 108 Pa. The sandstone

model is an average quality rock mass with mi ¼ 17

and GSI ¼ 50, while the shale model represents a

poor quality rock mass with mi ¼ 7 and GSI ¼ 30. In

the sandstone and shale models, we increase rci with

depth, as the initial stress would otherwise exceed the

strength of the rock mass at depths greater than a few

km. For the shale, we predict the unconfined com-

pressive strength (MPa) from the P-wave velocity vp

(km/s) based on a published empirical equation

(Horsrud 2001):

rci ¼ 0:77 v2:93p : ð4Þ

A similar empirical equation is used for the sandstone

model (Chang et al. 2006), where

rci ¼ 1:4138� 107 Dt�3; ð5Þ

with the interval time Dt (inverse P-wave velocity)

specified in ls/ft. In the absence of strong tectonic

disturbance (i.e., in the absence of a low-velocity

(a) (b)

(c)

Figure 1
Initial stress for an M 7 scenario earthquake in rupture model F. a Normal stress syy, shear stress sxy, and static and dynamic frictional strength

as a function of depth at the epicenter location. b Dynamic friction coefficient ld and c stress drop Ds on the fault
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fault damage zone), the rock-mass behavior approa-

ches that of intact rock at depths of about 1 km or

more, where the GSI value approaches 100 (Marinos

et al. 2005). In our rock strength models, we account

for the tightening of the rock-mass structure with

depth by linearly increasing the GSI from its surficial

value (Table 2) to 100 at a depth of 1 km. Figure 2

shows the equivalent friction angle u, equivalent

cohesion c, and resulting rock strength YðsÞ (Eq. 3) in
our three rock strength models as a function of depth.

Due to the non-linearity of the Hoek–Brown failure

envelope, equivalent friction angles decrease with

increasing stress, while equivalent cohesions

increase. Without an LVZ, yield stresses are quite

similar for the three rock strength models at depths

greater than 1 km (Fig. 2c).

2.3. Definition of Fault Damage Zone

Observations of fault-zone trapped waves suggest

that shear-wave velocities are 30–50% lower within a

100–400 m-wide low-velocity zone (LVZ) around the

fault than in surrounding wall rock (e.g., Vidale and

Li 2003; Li et al. 2004; Cochran et al. 2009). For our

simulations, we adopted the simplified fault-zone

representation defined by Graves and Pitarka (2016).

Shear-wave velocities are reduced by 30% (relative

to wall rock) within a 450 m-wide inner fault zone.

Inside the outer fault zone, at distances between 225

and 750 m from the fault, shear-wave velocities

increase linearly from the inner zone value to the wall

rock level. The inner fault zone extends to a depth of

4 km, while the outer fault zone reaches 6 km, and a

linear taper is also applied in the vertical direction

between 4 and 6 km depth. Figure 3a shows the

shear-wave velocity within the fault zone. In our

model, P-wave velocities and densities in the damage

zone are left unchanged. As the shear and normal

stresses on the fault remain the same as in the

simulations without LVZ, the only change required in

the source definition concerns the forced rupture

velocity, defined as 70% of the shear-wave velocity.

For the non-linear simulations, we assume that the

rocks inside the LVZ are no longer intact, even at

depths exceeding 1 km. Inside the inner LVZ, at

distances of less than 225 m from the fault and at

depths of less than 4 km, we assign a GSI equal to the

surface value (i.e., 30 for the shale, 50 for the

sandstone, and 75 for the granite model). In the outer

damage zone, the GSI gradually changes from the

inner zone level to the wall rock value, using the

same taper as for the shear-wave velocities. Outside

the outer LVZ, the GSI reaches 100 at depths above 1

km. Figure 3b shows the GSI in the LVZ for the

sandstone model. The lower GSI in the LVZ results

in lower equivalent friction angles (Fig. 2a) and

equivalent cohesions (Fig. 2b) than outside the LVZ.

Yield stresses inside the LVZ (Fig. 2d) are sensitive

to the choice of Hoek–Brown parameters, and close

to the initial stress in the shale model.

3. Ground Motions from Layered Structure Models

In the layered structure models, dynamic rupture

was simulated for four different magnitudes (6.5, 7.0,

7.5, and 8.0), and two rupture models (A and B) were

tested for each scenario earthquake magnitude. For

each magnitude and rupture model combination, the

simulation was carried out for a linear (visco-elastic)

medium and a non-linear (visco-plastic) medium

using the shale, sandstone, and granite rock strength

models.

3.1. Reduction of Average Near-Fault Ground

Motions

Figure 4 shows the final slip and peak slip rates

obtained during a representative simulation, using

rupture model A for an M 7 scenario event without an

LVZ. A maximum slip of up to 3.3 m is obtained on

the fault, with up to 2.2 m reaching the surface

(Fig. 4a). Allowing for plastic yielding does not

Table 2

Hoek–Brown parameter, mi, geological strength index GSI at the

surface, and unconfined compressive strength rci in the three

models of rock-mass strength

Name quality Shale poor Sandstone average Granite good

mi 7 17 25

GSI 30 50 75

rci Eq. 4 Eq. 5 1:5� 108 Pa

Vol. 174, (2017) Quantification of Fault-Zone Plasticity Effects 3373



significantly alter the final slip on the fault (Fig. 4b),

except in the uppermost 500 m (Fig. 4c). Plastic

yielding reduces the average surface slip from 1.6 to

0.35 m for the shale and 0.57 m for the sandstone

model. In the case of the granite, no reduction of

surface slip is observed.

In the linear simulation, high peak slip rates (PSR

[ 3 m/s) occur close to the free surface in the left

portion of the fault (Fig. 4d). These high near-surface

PSRs are reduced to less than 2 m/s in the non-linear

simulation for the shale model (Fig. 4e). Average

surface PSRs exceed 2 m/s in the linear case, but are

reduced to less than 1 m/s in the non-linear case using

the shale and sandstone models (Fig. 4f). The reduc-

tion in average PSR is less pronounced for the granite

model.

Figure 5a–d compares average ground motions

across the fault for the different scenario magnitudes

and material types using rupture model A. Average

near-fault PGVs increase with magnitude, although

near-fault PGVs in the M 7 scenario are comparable

to the M 7.5 scenario due to the patch of high near-

surface PSRs (Fig. 4d). In rupture model A, non-

linearity only affects average ground motions within

a narrow zone of less than � 2 km around the fault.

In the simulations for the shale and sandstone model,

PGVs exhibit a trough on top of the fault, with the

highest values occurring 300–500 m from the surface

rupture. With respect to the linear simulation, PGVs

near the surface rupture are reduced by up to 30% for

the shale, up to 20% for the sandstone, but less than

3% for the granite (Table 3). Surprisingly, these

reductions are not exhibiting a clear dependency with

respect to the scenario earthquake magnitude, at least

not within the small number of source realizations

presented in this study.

Because rupture model B is characterized by a

higher stress drop, it yields much higher average

(a) (b) (c) (d)

Figure 2
a Equivalent friction angle u and b equivalent cohesion c derived from Hoek–Brown parameters in our rock strength models without (solid)

and with (dashed) low-velocity zone (LVZ). c Yield stress YðsÞ without LVZ and d with LVZ. The black dashed line in c and d shows
ffiffiffiffiffi
J2

p
for

the initial stress in our simulations
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PGVs than rupture model A (Fig. 5e–h). Further-

more, plastic yielding has a much higher effect on

average ground motions in rupture model B com-

pared to rupture model A (Fig. 5e–h). Within 100 m

of the fault, average PGVs are reduced by 34–43% in

the shale, 27–35% in the sandstone, and up to 15% in

the granite with respect to the linear simulation

(Table 3). Compared to rupture model A, plasticity

reduces PGVs inside a much wider zone around the

fault (Fig. 5).

3.2. Reduction of Ground Motion Extremes

To analyze the impact of non-linearity on ground

motion extremes, we computed the cumulative dis-

tribution of PGVs inside a zone extending 5 km in

both fault-perpendicular directions of the rupture

(Fig. 6).

Plastic yielding in the fault zone tends to reduce

the occurrence and severity of extreme ground

motions. As already noted for mean PGVs, the

importance of non-linearity is less pronounced for the

average stress drop scenarios (Fig. 6a–d) than for the

high stress drop scenarios (Fig. 6e, f). In the low

stress drop scenarios, no significant reduction of

extreme PGVs takes place in the granite except for

the M 8.0 scenario (Fig. 6d), where the highest PGVs

are reduced from 4.4 to 4.0 m/s. Even for the shale

and sandstone models, non-linearity reduces PGVs

significantly only for the M 7.0 and M 8.0 average

stress drop scenarios (Fig. 6b, d, respectively). In the

high stress drop scenarios, on the other hand, non-

linearity reduces PGV extremes by up to 50%. The

most dramatic effect is seen in the M 8.0 high stress

drop scenario (Fig. 6h), where PGVs are reduced

from more than 9 m/s to 7 m/s for granite, and to less

than 4.5 m/s for shale. These reductions are compa-

rable to those reported for the Yucca mountain

simulations (e.g., Andrews et al. 2007; Duan and Day

2010).

Both linear and non-linear simulations suggest

that the PGV at a given frequency of occurrence

increases with increasing magnitude, although the

rate of increase is slowed down in the non-linear

simulations. For example, PGVs at an occurrence of

10�4 increase from 4.2 to 9.2 m/s between the M 7.5

and M 8.0 high stress drop scenarios in the linear

case, while they increase only from 3.3 to 4.4 m/s in

(a) (b)

Figure 3
Cross section of fault damage zone showing (a) shear-wave velocity vs and (b) geological strength index GSI for sandstone model
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the non-linear case for the shale (Fig. 6g, h). More

simulations, with different realizations of random

stress drop distributions, will need to be carried out to

establish whether a saturation of ground motions

takes place above a certain magnitude.

4. Effect of Low-Velocity Zone (LVZ) on Ground

Motions

Dynamic rupture simulations for rupture model A

were repeated for a fault surrounded by an LVZ for

all four magnitudes.

4.1. Reduction of Near-Surface Slip and Slip Rates

In the linear case, the LVZ promotes higher peak

slip rates within the shallow part of the crust. Figure 7

illustrates this observation for the case of the M 7.5

scenario, with slip rates exceeding 3 m/s in the upper

left corner of the fault if the LVZ is present (Fig. 7c).

As noted earlier, these high peak slip rates are

damped out by non-linearity in the shallow part of the

fault (Fig. 7c).

In the linear case, the LVZ has a little impact on

the final slip reaching the surface, which a mean

surface slip of 2.5 m in the M 7.5 scenario (Fig. 8).

Plastic yielding results in a shallow slip deficit (SSD),

which is more pronounced, and more sensitive to

rock strength, if an LVZ is present. Without LVZ,

plasticity reduces slip only in the upper 500 m in the

shale and sandstone models (Fig. 8a). In the presence

of an LVZ, the depth extent of the SSD reaches � 1

km in the sandstone and � 4.5 km in the shale model

(Fig. 8b). In the granite model, surface slip is almost

identical to the linear case, and no SSD is observed

with or without the LVZ. We note that the granite

model, representing intact, very good quality rock,

would not be a realistic representation of a fault

(a) (b) (c)

(d) (e) (f)

Figure 4
Final slip and peak slip rates obtained for the M 7.0 scenario earthquake based on rupture model A. a Final slip and rupture times (1 s

contours) for a linear (visco-elastic) simulation and b a non-linear (elasto-plastic) simulation using the shale rock strength model. c Average

final slip as a function of depth in the top km obtained for the linear case (blue), granite (cyan), sandstone (red), and shale (green). d Peak slip

rates for linear case and e non-linear case using shale model. f Avg. peak slip rates in the top kilometer. Colors as in c
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damage zone where fracturing has lead to a signif-

icant reduction in shear-wave velocities. It is only

shown to illustrate the sensitivity of the simulation

results to rock strength parameters.

In contrast to the final slip, peak slip rates reach a

maximum close to the surface. Without an LVZ,

surface PSRs average to 1.9 m/s for the M 7.5

scenario (rupture model A) in the linear case

(Fig. 8c). Plasticity reduces mean PSRs to less than

1 m/s in the shale model (Fig. 8c), in line with results

seen for the M 7.0 scenario (Fig. 4f). If an LVZ is

present, linear PSRs increase to an average of 3 m/s

near the surface (Fig. 8d). In the shale and sandstone

models, fault-zone plasticity brings these high PSRs

back down to � 0.5 and � 1.5 m/s, respectively.

These results indicate that trapping effects caused by

the impedance contrast between the LVZ and wall-

rock are, at least partly, offset by increased non-linear

attenuation in the fractured rock of the fault damage

zone. In the final slip and peak slip rates for the shale,

an inversion occurs at � 3 km depth, which reflects a

shallow patch of reduced slip in this model.

The distribution of accumulated plastic strain

across the fault zone (Fig. 9) supports this interpreta-

tion. Without LVZ, widespread damage occurs only at

depths of less than � 1 km; at greater depth, damage

is localized and observed only on the fault itself. As

already noted by Ma (2008), the width of the flower-

like damage zone increases with decreasing rock

strength. If the LVZ zone is included, off-fault

(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 5
Average horizontal PGVs (defined as the maximum of the horizontal, 2-D velocity vector) across the fault for the four different scenario

magnitudes and rupture models A and B. The dashed line shows the location of the fault
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plasticity occurs down to 4 and 5 km depth for the

shale and sandstone models, respectively (Fig. 9e, f).

Plasticity also breaks the symmetry across the fault

(e.g., Andrews 2005), because the extensional side

yields earlier than the compressive side.

4.2. Reduction of Near-Fault Ground Motions

The high near-surface PSRs caused by the LVZ

translate into elevated mean PGVs in the vicinity

of the fault in the linear case and for the granite

(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 6
Cumulative frequency distribution of horizontal PGVs within 5 km of the fault for the four different scenario magnitudes and two different

rupture models. Gray filled bars show linear results; while colored lines show non-linear results for the three rock strength models. Li linear,

Gr granite, Sa sandstone, and Sh shale

Table 3

Reduction of peak ground velocities (PGVs) with respect to the linear case within 100 m of the fault obtained using the different models of

rock strength, scenario magnitudes, and rupture models

Source Description Material M 6.5 (%) M 7.0 (%) M 7.5 (%) M 8.0 (%)

A ls ¼ 0:35 Shale (weak) 25 30 16 18

ld ¼ 0:50 Sandstone (moderate) 14 20 10 13

Ds � 3:5 MPa Granite (strong) 0 2 1 2

B ls ¼ 0:30 Shale (weak) 43 44 34 37

ld ¼ 0:60 Sandstone (moderate) 32 36 27 31

Ds � 7:0 MPa Granite (strong) 7 13 10 15
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model (Fig. 10). Plasticity reduces near-fault

PGVs as well as PSRs in the shale and sandstone

model. As a result, near-fault ground motions are

a lot more sensitive to the choice of rock strength

in the scenarios which include an LVZ. At larger

fault distances (Rx [ 2 km), outside of the LVZ,

mean PGVs are slightly lower in the simulations

with an LVZ than in the simulations without it,

even in the linear case. For example, mean PGVs

at Rx = 4 km are � 0.5 m/s in the M 7 scenario

without LVZ (Fig. 5b), but only 0.4 m/s in the

scenario with LVZ (Fig. 10b), independent of rock

strength. This reduction could be explained by

trapping of waves inside the LVZ, which would

reduce the amplitude of phases reaching regions

outside the fault zone.

4.3. Effect of Non-linearity and LVZ On Fault-Zone

Width

The deficit in coseismic near-surface slip,

imposed by on-fault plasticity, is also clearly

visible in the pattern of surface deformation across

the fault (Fig. 11). The width of the fault zone,

which is defined as the fault-perpendicular extent

of observable surface shear on either side of the

fault trace (e.g., Milliner et al. 2015), is sensitive to

the choice of rock strength. In the linear case, and

in the non-linear case for the granite model, the

sign change in the fault-parallel displacement

occurs abruptly, from about 1.4 m half a gridpoint

south of the fault to -1.4 m half a grid point north

of the fault (Fig. 11a). In contrast, in the non-linear

Figure 7
Peak slip rates obtained for the M 7.5 (rupture model A) scenario without LVZ in the a linear and b non-linear cases for the sandstone model,

and with LVZ in the c linear and d non-linear cases for the sandstone model. Solid black lines show rupture times in 5 s intervals. The dashed

line shows the location of the cross sections shown in Fig. 9
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case for the sandstone and shale models, the

change occurs gradually over several grid points,

resulting in a fault zone of finite width. The width

of the fault zone is further increased if an LVZ is

present (Fig. 11b). A fault zone of finite width is

consistent with the deformation pattern derived

from geodetic data, for example, for the 1992 Mw

7.3 Landers (Fig. 11c) earthquake (e.g., Fialko

2004; Milliner et al. 2015) or the 2003 Mw 6.5

Bam earthquake (e.g., Fialko et al. 2005).

The sensitivity of the fault-zone width to rock

strength parameters may offer the prospect to

constrain cohesions and friction angles in the fault

damage zone by comparing the results of simula-

tions against geodetic observations. Such

comparisons will require detailed knowledge of the

velocity structure in the damage zone, as well as

simulations carried out with a smaller spatial

discretization (25–50 m), to resolve the extent of

the deformation zone.

5. Southern San Andreas Simulations

To assess the importance of plastic effects on

ground motions during a realistic earthquake sce-

nario, we performed dynamic simulations of an M 7.8

earthquake rupturing the southern San Andreas fault

inside a 3-D heterogeneous velocity mesh (SCEC

CVM 4, Magistrale et al. 2000). The scenario was

first simulated w/o LVZ, then an LVZ was added to

the CVM as described in Sect. 2.3. The computa-

tional domain was rotated clockwise by 27.5� to align

the x-axis of the mesh with the San Andreas segment

between Lake Hughes and the San Bernardino pass.

We simulate a high stress drop event (Ds ¼ 7:1 MPa)

rupturing the fault from SE to NW to mimic the M

7.8 ShakeOut scenario (Graves et al. 2008; Olsen

et al. 2009). The total length of the rupture is 250 km,

slightly shorter than the 300 km used for ShakeOut,

with a magnitude of 7.74 and a maximum slip of 6 m.

The initial stresses were computed in the same way as

(a) (b)

(c) (d)

Figure 8
Average fault displacement obtained in M 7.5 (rupture model A) earthquake scenario a without and b with LVZ, and average peak slip rate

c without and d with LVZ
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in the previously described horizontally layered

medium. We used H ¼ 0:50 (Dalguer and Mai 2012;

Baumann and Dalguer 2014), ld = 0.30, but increased

ls to 0.65 to prevent the occurrence of super-shear

rupture (Andrews 1976). We used the same three

rock strength models as in the simulations for the

horizontally layered medium (Sect. 2.2), and plas-

ticity was modeled using the granite, sandstone, and

shale model throughout the computational domain.

Although this is not a realistic assumption, the scope

of these simulations was simply to analyze the sen-

sitivity of ground motions to rock strength

parameters. More accurate ground motion predictions

should assign Hoek–Brown parameters based on the

the local geology, possibly in the framework of more

detailed community structure models.

5.1. Results w/o LVZ

Figure 12a shows ground motions obtained with-

out LVZ for a linear medium. Strong shaking (PGV[
3 m/s) occurs close to the fault, especially where the

fault intersects the deep San Bernardino Basin.

Pockets of strong shaking (PGV[1.5 m/s) and long

duration appear also in the San Gabriel valley and the

(a) (b) (c)

(d) (e) (f)

Figure 9
Accumulated plastic strain g on a cross section perpendicular to the fault at -60 km along strike (Fig. 7), obtained without LVZ for a granite,

b sandstone, and c shale, and with LVZ for d granite, e sandstone, and f shale
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Los Angeles basin. These features were also observed

in the ShakeOut simulations, and attributed to

channeling of seismic waves along a string of

sedimentary basins (Olsen et al. 2009). The presence

of this waveguide amplification effect has also been

confirmed from measurement of the ambient seismic

noise (Denolle et al. 2013).

Non-linear simulations yield significantly lower

shaking levels in the Whittier Narrows corridor (at

station ‘rus’ in Fig. 12), where PGVs are reduced

from more than 2 m/s to less than 1.75 m/s for the

granite model (Fig. 12b) and to less than 1.25 m/s for

the shale model (Fig. 12c). Plastic effects are also

pronounced in the San Gabriel valley (NE of site

‘lab’) where PGVs are reduced from � 1.75 m/s in

the linear prediction to less than 1.0 m/s for the shale

model. These reductions are comparable to those

reported for kinematic ShakeOut simulations with

plasticity (Roten et al. 2014).

Figure 13a shows the distribution of PGVs inside a

rectangular area, including the San Gabriel and Los

Angeles basins (dashed area in Fig. 12). In addition to

reducing the occurrence of PGVs above 1.0 m/s, non-

linearity results in a shift of the entire distribution

towards lower values:AveragePGVs inside the selected

area are reduced from 0.56m/s for the visco-elastic case

to 0.48, 0.40, and 0.37m/s in the visco-plastic case using

the granite, sandstone, and shale models, respectively.

Inside the San Bernardino basin, within 20 km of

the fault (Fig. 13b), PGVs are also asymmetrically

distributed around the average values (1.55 m/s in the

linear case, 1.38 m/s in granite, 1.28 m/s in sandstone,

and 1.24 m/s in shale). The probability densities

exhibit a long tail, with PGVs exceeding 6 m/s in the

linear case. Here, plasticity acts mostly by truncating

the tail of the frequency distribution, with the

truncation level depending on the choice of rock

strength: extreme PGVs are reduced to less than 5

m/s for the granite and less than 4 m/s for the

sandstone and shale models.

5.2. Results w/ LVZ

The San Andreas simulations were repeated for a

mesh including an LVZ for the linear case and the

non-linear cases with all three rock strength models.

Figure 14a shows the change in PGVs resulting from

including the LVZ in the linear case. Because the

LVZ affects the dynamics of the rupture, the pattern

is heterogeneous, with the LVZ reducing PGVs in

some regions and increasing them in others. Fault-

zone trapped waves may lead to further increased

ground motions in the vicinity of the fault. On soft

basins characterized by trapping effects, especially

along the waveguide connecting the San Andreas

fault with the Los Angeles basin, reductions tend to

dominate. Compared to the linear simulations w/o

LVZ (Fig. 13a, b), the distribution of linear PGVs in

the Los Angeles and San Bernardino basins is more

compact if the LVZ is included (Fig. 13c, d).

(a) (b) (c) (d)

Figure 10
Same as Fig. 5, but showing results obtained with LVZ (rupture model A)
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If plastic yielding is considered, the amount of

these reductions is further increased, especially in the

sandstone and shale model (14b). PGV distributions

resulting from the shale model are clearly more

consolidated than those obtained with the sandstone

model (Fig. 13c, d), while these two models yield

quite similar results w/o the LVZ (Fig. 13a, b). This

pattern reflects the distribution of yield strength with

depth obtained with and without the LVZ in the

sandstone and shale models (Fig. 2).

For the granite model, amplifications caused by

fault-zone trapped waves take precedence over non-

linear attenuation in the fault damage zone, and PGVs

above 5 m/s are more frequent with the LVZ than

without near the fault in the San Bernardino basin

(Fig. 13d). However, as noted earlier, the combina-

tion of low shear-wave velocity and high rock

strength in the fault damage zone is likely not

realistic, and neither is the assumption of linear

behavior.

5.3. Comparison of Spectral Accelerations Against

Ground Motion Prediction Equations

In the preceding analysis, we have only analyzed

the effects of plasticity on peak ground velocities.

(a)

(c)

(b)

Figure 11
Mean fault-parallel displacement obtained from dynamic simulations of M 7.5 earthquake using different rock strength models b without and

b with an LVZ. c Fault-parallel displacement derived for the 1992 Mw 7.3 Landers earthquake from stacked aerial images by Milliner et al.

(2015). Dashed blue lines outline the width of the fault zone. (Modified from Milliner et al. 2015)
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(a)
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0.1 0.2 0.5 1 2

PGV (m/s)

(c)

Figure 12
PGVs for southern San Andreas M 7.8 scenario obtained in a a linear media, b granite, and c shale. The dash-dotted line shows the fault;

dashed rectangles show regions used for Fig. 13
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Although PGVs are typically reflecting the interme-

diate frequency content of the signal, they can also be

controlled by high-frequency phases. To analyze the

effects of plasticity at different frequencies, we

computed spectral accelerations from synthetics for

the San Andreas scenario including the LVZ. Fig-

ure 15 compares maps with spectral accelerations at a

period of 3 s (3s-SAs) obtained from the linear

simulation and the non-linear simulation using the

sandstone model.

The distribution of 3s-SAs follows a similar pattern

as PGVs. In the linear case, 3s-SAs exceed 1 g on the

soft sediments of the San Bernardino basins and

Imperial valley in the vicinity of the fault (Fig. 15a).

We also record values in excess of 0.5 g along the San

Bernardino–Los Angeles basin waveguide, and even

0.8 g at Whittier narrows. In the non-linear case for the

sandstone model (Fig. 15b), near-fault 3s-SAs remain

below 1 g, and 0.5 g are exceeded within a much

smaller area inside the waveguide.

We compare SAs obtained from these dynamic

simulations against two recent ground motion pre-

diction equations (GMPEs) along two profiles, with

one profile representing rock sites and one profile

(a) (b)

(c) (d)

Figure 13
Histograms with PGVs resulting from an M 7.8 event on southern San Andreas fault in a linear (visco-elastic) medium and in non-linear media

using different rock strength models. a Area around Los Angeles basin, w/o LVZ. b Near-fault area, including Bernardino basin, w/o LVZ.

c Same as a, w/ LVZ. d Same as b, w/ LVZ (see Fig. 12 for selected areas). P.D. probability density
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representing soft soil sites (see Fig. 15 for site

locations). We used the GMPEs of Boore et al.

(2014) and Campbell and Bozorgnia (2014), which

will be referred to as BSSA14 and CB14, respec-

tively, through the remainder of the text. Both

equations require the basin depth z1, which is the

isosurface where the shear-wave velocity vs reaches

1000 m/s; in addition, CB14 requires the depth to the

vs = 2500 m/s isosurface, z2:5 We extracted the depth

of these surfaces from the CVM for each site along

the two cross sections. For the rock sites, we used a

vs;30 (average shear-wave velocity in the top 30 m) of

760 m/s (a value commonly used for rock sites, e.g.,

Olsen et al. 2008), while a vs;30 of 250 m/s was used

for the soil sites. (These values are lower than the

near-surface vs used in the simulations, which used a

minimum shear-wave velocity of 500 m/s and rock

velocities above 1500 m/s. The logic behind these

vs;30 choices is that realistic rock sites include a low-

velocity weathered layer, which was not included in

our simulations, as it would be too shallow to

influence long-period spectral accelerations. Like-

wise, typical soil sites are characterized by very low

shear-wave velocities in top few meters, which result

in lower vs;30 than the 500 m/s used in our simula-

tions. However, these shallow low-velocity layers

would not be resolvable using the 100 m-grid spacing

in our simulations. The same reasoning has been used

0 50
N −20 −10 0 10 20

PGV reduction (%)

(a)

0 50
N −20 −10 0 10 20

PGV reduction (%)

(b)

Figure 14
Change in PGV obtained from San Andreas simulation, including a LVZ, with respect to scenario without LVZ, in a linear case and b non-

linear case for shale model. (Blue areas indicate that an LVZ results in lower PGVs)
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in the previous comparisons of simulations against

GMPEs, e.g., Olsen et al. 2008).

Along the cross section for the rock sites

(Fig. 16), effects of plasticity are more pronounced

at 2s-SAs than at 3s-SAs; reductions are significant

for the shale model at 3s, while both the sandstone

and shale model show pronounced plastic effects at

2s. At distances above � 10 km, both linear and non-

linear models are generally within one standard

deviation of the values predicted by the two GMPEs.

Close to the fault (Rx\ 10 km), the GMPEs are

exceeded by more than one standard deviation except

in the non-linear case for the shale model.

Along the cross section on the soft fill of the San

Bernardino, San Gabriel, and Los Angeles basins, both

simulated and GMPE-derived SAs show more vari-

ability with distance, reflecting changes in local basin

depth (Fig. 17). Linear 3s-SAs exceed both BSSA14

and CB14 at fault distances between � 40 and � 70

km. Accounting for non-linearity brings the 3s-SAs

closer to the GMPE values; however, both BSSA14

and CB14 are still exceeded by more than one

standard deviation where the cross section traverses

the waveguide, approximately 55 km from the fault

(Fig. 17a, b). This waveguide amplification, which

has a dominant period near 4.5 s (Olsen et al. 2006),

0.02 0.05 0.1 0.2 0.5 1

3s−SA

g

(a)

0.02 0.05 0.1 0.2 0.5 1

3s−SA

g

(b)

Figure 15
Spectral accelerations at 3 s obtained for a linear simulation and b non-linear simulation using the sandstone model in the M 7.8 southern San

Andreas scenario, including an LVZ. Gray triangles show rock sites and black triangles soil sites used in the comparison against GMPEs

(Figs. 16, and 17, respectively)
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is less visible on 2s-SAs (Fig. 17c, b). Synthetic

ground motions obtained with the sandstone and

shale model are mostly within the 84% confidence

interval of the CB14 predictions (Fig. 17d).

6. Conclusions

Our simulations suggest that non-linear effectsmay

be relevant at frequencies below 1 Hz, and at magni-

tudes as low as 6.5. In terms of average PGVs directly

above the fault (Table 3), the reduction (with respect to

a linear simulation) is not very sensitive to the scenario

magnitude, but more sensitive to the amount of stress

drop. For moderate stress drop earthquakes (Ds � 3

MPa), effects of plasticity on mean peak ground

velocities are not significant at distances of a few

kilometers from the fault, unless a damage zone filled

with poor quality (strongly pre-fractured) rock is pre-

sent. However, plasticity reduces the intra-event

variability of ground motions by limiting the occur-

rence of extreme shaking.With respect to truncation of

frequency-distribution curves (Fig. 6), the dependence

on scenario magnitude is more pronounced than for

average ground motions. However, more simulations

will have to be carried out, with different realizations of

the initial stress on the fault, to assess the magnitude

dependence of plastic effects. Effects of plasticity are

exacerbated if a damage zone, characterized by

reduced shear-wave velocities and reduced rock

strength, has evolved around the fault.

Simulations of a high stress drop M 7.8 scenario

earthquake on the southern San Andreas fault for a

realistic earth structure, including an LVZ demonstrate

that plastic effects can be relevant at periods of 2 and 3 s,

especially on soft soils. Spectral accelerations at 2 and 3

s obtained in our non-linear models are consistent with

two recent GMPEs for both rock and soil sites; indeed,

long-period ground motions in the Los Angeles basin

agree better with GMPEs if plasticity is considered.

Plastic effects are especially important close to the

surface (e.g., Roten et al. 2014), and the reduction of

peak slip rates is most pronounced in the shallow part

of the fault (Fig. 4f). Velocity-strengthening fault

(a) (b)

(c) (d)

Figure 16
Spectral accelerations as a function of distance for rock sites (Fig. 15) compared against two GMPEs, including the interval within 84–16%

exceedance probability (gray shaded areas). a Simulated 3s-SAs vs. BSSA14, b 3s-SAs vs. CB14, c 2s-SAs vs. BSSA14, and d 2s-SAs

vs. CB14
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friction in the uppermost brittle crust may reduce the

final slip and peak slip rates in a similar way. Although

rate strengthening is not yet implemented in AWP-

ODC, its effects have been emulated in the previous

studies (e.g., Dalguer and Mai 2012; Roten et al. 2011;

Baumann and Dalguer 2014) by increasing the critical

slip distance or by tapering off the shear stress near the

surface. In this work, we did deliberately not emulate

velocity strengthening in our rupture models to avoid

masking effects of plasticity. However, effects of near-

surface non-linearity may, at least in part, be emulated

by adding velocity strengthening, or more generally by

imposing a limit on slip velocity near the surface

(Andrews 2005). For moderate stress drop earth-

quakes, physically meaningful mean PGVs can be

predicted using linear simulations at distances beyond

� 1 km from the fault. However, care should be

taken to control peak slip rates near the surface, for

example by increasing the value of the critical slip

distance at shallow depth (e.g., Olsen et al. 2008).

This is particularly important if a low-velocity dam-

age zone filled with pre-fractured rock is present.

Ongoing research is directed at developing criteria

for emulating plasticity by modifying source time

functions in linear rupture models. Future simulations

should also include non-surface-rupturing scenarios

to investigate the sensitivity of plastic effects on

rupture depth (Dalguer et al. 2008b).

Simulations presented in this work were performed

for three rock strength models representing good,

average, and poor quality rocks. The sensitivity of

ground motions to the presence of a fault damage zone,

characterized by laterally varying degrees of fracturing,

demonstrates the importance of developing more

sophisticated, heterogeneous representations that define

the strength of crustal and sedimentary rocks inside

community velocity models. In particular, such models

should distinguish between rock and unconsolidated

sediments, because the Hoek–Brown criterion was not

developed to describe the strength of soil. The cohesions

of unconsolidated sediments in the San Bernardino and

Los Angeles basins might be even lower than described

in our shale model, which would further reduce long-

period ground motions in these areas.

(a) (b)

(c) (d)

Figure 17
Same as Fig. 17, but showing comparison along profile for soil sites (Fig. 15)
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