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ABSTRACT
We have simulated 0–3 Hz deterministic wave propagation in the Southern California
Earthquake Center Community Velocity Model (CVM) version CVM-S4.26-M01 for the
2019 Mw 7.1 Ridgecrest earthquake. A data-constrained high-resolution fault zone model
(Zhou et al., 2022) is incorporated into the CVM to investigate the effects of the near-fault
low-velocity zone (LVZ) on the resulting groundmotions, constrained by strong-motion data
recorded at 161 stations. The finite-fault source used for the simulation of the Ridgecrest
event was obtained from the Liu et al. (2019) kinematic inversion, enriched by noise follow-
ing a von Karman correlation function above ∼ 1 Hz with a f−2 high-frequency decay. Our
results show that the heterogeneous near-fault LVZ inherent to the fault zone structure sig-
nificantly perturbs the predicted wave field in the near-source region, in particular by more
accurately generating Love waves at its boundaries. The fault zone decreases the 0.1–0.5 Hz
mean absolute Fourier amplitude spectrum bias to seismic recordings for all sites in the
model and in the Los Angeles basin area (∼ 200 km from the source) by 16% and 26%,
respectively. The fault zone structure generally improves modeling of the long-period fea-
tures in the data and lengthens the coda-wave trains, in better agreement with observa-
tions. The favorable fit to data was obtained with a model including high-resolution
surface topography, a 700-m-thick geotechnical layer and frequency-dependent anelastic
attenuation in the model domain, with QS � 0:1VS and QS�f�� 0:1VSf0:5 (VS in m/s) for
frequencies lower and higher than 1 Hz, respectively. We recommend that a data-con-
strained fault zone velocity structure, where available, be included in ground-motion mod-
eling to obtain the least-biased fit to observed seismic data.

KEY POINTS
• We merge a high-resolution Ridgecrest area fault zone

model with a widely used Community Velocity Model.
• Including the fault zone structure generally improves the

fit of synthetic time histories to observations.

• Ground-motion modeling should include fault zone struc-
ture, where available, for least-biased results.

Supplemental Material

INTRODUCTION
A fault damage zone structure is usually characterized as a low-
velocity zone (LVZ) surrounding a fault plane, embedded in
host rock with higher seismic wavespeeds. Numerical model-
ing studies have shown that the velocity contrast at the boun-
daries of the damage zone can generate trapped waves, an
important signature of fault zones (Li and Leary, 1990; Ben-
Zion et al., 2003; Lewis et al., 2005). Fault zone trapped waves
have been found to increase the near-fault ground motions

(Ben-Zion and Aki, 1990; Spudich and Olsen, 2001; Peng
and Ben-Zion, 2006), and numerical simulations have been
used to reconstruct the near-fault wave field in the presence
of a damage structure (Li and Leary, 1990; Li et al., 1990;
Igel et al., 2002; Fohrmann et al., 2004). These studies suggest
that the fault damage zone structures are capable of signifi-
cantly modulating the wave field from earthquakes.

Because of the limited constraints on the 3D geometry and
velocities of fault zone structures, previous numerical studies
of fault zone effects included considerable simplification. For
example, Roten et al. (2018, 2014) and Graves and Pitarka
(2016) described the damage zone generically by reducing the
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shear-wave velocities by 30%–50% within a predefined width
(100–400 m), usually located symmetrically around the fault
(Vidale and Li, 2003; Li et al., 2004; Cochran et al., 2009),
and the fault geometry was typically approximated as a simple
vertical plane. Moreover, existing Community Velocity Models
(CVMs), such as those developed by the Southern California
Earthquake Center (SCEC), do not accurately resolve fault dam-
age zones. For these reasons, the effects of including detailed fault
zone structures on broadband ground motions from simulation
studies are not yet fully understood.

To better understand the effects on ground motions from real-
istic damage zones with complex spatial variation, efforts have
been made to image the velocity structure of fault zones (Li and
Leary, 1990; Scott et al., 1994; Allam et al., 2014; Zhou et al.,
2022). Specifically, Zhou et al. (2022) obtained a 3D high-reso-
lution shear-wave velocity model for the region surrounding
the faults that ruptured during the 2019 Mw 7.1 Ridgecrest,
California, earthquake, using ambient noise tomography.
Previous studies have simulated 3D wave propagation in the
original SCEC CVMs and discussed the effects of source rupture
process on near-source ground motions (Hirakawa and Barbour,
2020; Pitarka et al., 2021). Here, we simulate 0–3 Hz 3D wave
propagation for theMw 7.1 Ridgecrest earthquake to examine the
effects of the fault damage zone imaged by Zhou et al. (2022),
incorporated into the larger-scale SCEC CVM-S.4.26.M01
(Small et al., 2017), which is hereafter referred to as CVM-S.
Specifically, we perform a set of wave propagation simulations
to isolate the effects of the fault zone structure on the resulting
ground motions and compare this with strong-motion records
from the event. To estimate the most accurate seismic response
of the fault zone, we first calibrate the parameters of the near-

surface geotechnical layer (GTL) and frequency-dependent ane-
lastic attenuation parameters using wave propagation distances
>250 km.

This article is arranged as follows. We first introduce our
numerical method and describe how we embed the high-resolu-
tion fault zone structure into the SCEC CVM-S. Then we present
our approach to enrich a finite-fault source model obtained from
a kinematic inversion, which we used for our wave propagation
simulations, in spectral energy at frequencies above 1 Hz. We
summarize our calibration of the GTL and the anelastic attenu-
ation model for the simulations of the Mw 7.1 Ridgecrest earth-
quake. Finally, we compare the wavefields simulated with and
without the fault zone structure and demonstrate its contribution
to the resulting ground motions in time and frequency domains.

VELOCITY MODEL
Regional model and fault zone structure
Our simulations used a 200 km × 300 km model domain (the
largest rectangle in Fig. 1a) with a depth extent of ∼150 km. This
domain accommodates both the source area for the 2019

Figure 1. (a) Model domain (large rectangle) for the simulations. Dots show
locations of stations where seismic recordings of the 2019 Ridgecrest Mw 7.1
earthquake have been used in this study. Highlighted stations with names are
used for waveform comparisons. The dashed box depicts the domain for which
the fault zone structure was imaged by Zhou et al. (2022). The dotted square
marks the area used to show peak ground motions in Figure 10. Thick traces
are faults that ruptured in the 2019 Mw 7.1 Ridgecrest earthquake. (b) Near-
source region inside the white square in panel (a), where triangles show the
locations of stations used for analysis of near-source ground motions. The color
version of this figure is available only in the electronic edition.
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Ridgecrest earthquake sequence and part of the greater Los
Angeles region to the south. The seismic velocity and density
information was extracted from the SCEC CVM-S. The choice
of CVM-S is based on the results by Taborda et al. (2016), who
found that this model generated ground motions with the best fit
to data for a series of small earthquakes compared with another
widely used CVM.

The 3D fault zone structure
was imaged by Zhou et al.
(2022) in a 50 km × 45 km
(dashed box in Fig. 1a,b) by
5 km volume. The model was
inverted from seismic data
recorded by a data set consisting
of a coarse regional array and
2D dense arrays across the faults
that ruptured during the 2019
Mw 6.4 and the Mw 7.1
Ridgecrest events (Catchings
et al., 2020). Zhou et al.
(2022) used the locally sparse
tomography (LST) technique
(Bianco and Gerstoft, 2018;
Bianco et al., 2019) and per-
formed ambient noise cross cor-
relation to measure Rayleigh-
wave group velocities and esti-
mated their dispersion curves.
The 3D shear-wave velocity
model was then inverted from
the Rayleigh-wave group veloc-
ity dispersion curves. The LST
method is capable of resolving
both smooth and sharp con-
trasts in an earth model
(Bianco et al., 2019; Zhou et al.,
2022), which are features inher-
ent to fault zone structures.
Specifically, the fault zone asso-
ciated with the Ridgecrest rup-
tures is characterized by strong
spatial heterogeneities (Fig. S1,
available in the supplemental
material to this article), as well
as a low-velocity flower struc-
ture (Fig. S2).

Because the fault zone model
obtained from ambient noise
tomography only provides 3D
shear-wave velocity (VS) struc-
ture, we used the empirical
relations from Brocher (2005)
to compute P-wave velocities

(VP) and densities. To ensure smooth transitions between
CVM-S and the fault zone model, we adopted the merging
method proposed by Ajala and Persaud (2021) with a 15 km
horizontal tapering width along the sides and a 600 m vertical
transition zone at the bottom of the fault zone domain.
Horizontal slices of VS in Figure 2 reveal, as expected, higher
spatial complexity in the fault zone model surrounding the faults

Figure 2. Comparison of horizontal slices of VS inside the region shown in Figure 1b at different depths (a) without
and (b) with incorporating the fault zone structure. The rectangle depicts the imaging domain of the fault zone
model. Note that the slices do not include the geotechnical layer (GTL). CVM, community velocity model; FZ, fault
zone. The color version of this figure is available only in the electronic edition.
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compared with CVM-S (see also vertical profiles of VP, VS, and
density in Fig. S3). The lowest surface VS within the imaged fault
zone model is around 1100 m/s compared with a minimum sur-
face VS of 1400 m/s in the same area of CVM-S. It is important
to avoid artificial velocity contrasts between the fault zone model
and the CVM to minimize numerically induced reflected waves.
Both depth slices (Fig. 2) and vertical profiles (Fig. S3) suggest
that our combined model is sufficiently smooth where the two
models intersect.

Broadband source model
Several rupture models for the 2019 Mw 7.1 Ridgecrest earth-
quake have been proposed using kinematic inversion (Liu
et al., 2019; Chen et al., 2020; Goldberg et al., 2020; Wang
et al., 2020). From trial-and-error modeling, we proceeded
with a model from the kinematic inversion of seismic and geo-
detic data by Liu et al. (2019), which generated the least-biased
ground-motion predictions (not shown here). The slip distri-
bution and rupture times for the rupture model consisting of
four planar segments are shown in Figure S4. However,
because of limited temporal resolution often characterizing
kinematic inversion results, the spectral energy of the source
is deficient at frequencies above ∼1 Hz. Various approaches
have been proposed to calculate high-frequency signal with
realistic energy levels, such as hybrid methods combining
deterministic low- and stochastic high-frequency synthetics
(e.g., Olsen and Takedatsu, 2014; Graves and Pitarka, 2016;
Pitarka et al., 2021). Here, to preserve the data-constrained
low-frequency source model and to avoid potential artifacts
at frequencies where the deterministic and stochastic signals
are merged, we propose a different method to enhance the seis-
mic energy above the highest frequency resolved by the kin-
ematic inversion. The enhancement is done by simply
perturbing the moment rate functions of all the subfaults with
noise following a von Karman correlation function, in which
the Fourier amplitude spectrum (FAS) is

Pvk�f � �
2

���
π

p
Tcε

2Γ�ν� 1=2�ν�1=2

Γ�ν��1� �Tcf �2�
, �1�

in which Tc is a characteristic time controlling the corner fre-
quency of the spectrum; ε is the root mean square fluctuation;
Γ denotes the Gamma function; and ν is the Hurst number,
which was arbitrarily set to be 0.05. Figure 3a illustrates this
spectral enhancement procedure for a single subfault. The gen-
erated noise is normalized by its standard deviation in the time
domain such that it follows the standard normal distribution
(Pvk�t� in Fig. 3a), which makes it straightforward to rescale
for different standard deviations. The enhanced moment rate
function is derived by multiplying the moment rate function
from the inverted model (s�t� in Fig. 3a) with a perturbation
function, that is

sHF�t� � s�t� × �1 − σ × Pvk�t��, �2�

in which sHF is the enhanced moment rate function and σ is the
standard deviation. This approach ensures that the rupture time
of a subfault remains the same, and we used normalization to
ensure the scalar moment of the subfault is unchanged after
adding the random noise. The same procedure is then repeated
for noise with different random seed numbers applied to all the
subfaults. We used grid search to find the characteristic time and
standard deviation for the von Karman noise that generated a
moment rate spectrum accumulated for all the subfaults with the
best fit to the targeted source spectrum of the form

M�f � � M0

1� �f =f c�n
, �3�

in which M0 is the seismic moment, n is the fall-off rate of the
higher frequencies, and f c is the corner frequency (Brune, 1970).
The corner frequency here is 0.055 Hz, computed from the total
moment rate function of the source model. Figure 3b compares
the total moment rate functions with and without the enhance-
ment in time and frequency domains. The moment rate func-
tion is essentially unchanged, whereas the total moment rate
spectrum decays following the targeted spectral shape with a
f −2 rolloff rate after the enhancement, assuming n = 2 in equa-
tion (3). For the Liu et al. (2019) source model, we found that
von Karman noise generated with a characteristic time
Tc � 0:11 s and standard deviation σ � 0:1 provided the best
fit to the targeted source spectrum.

Wave propagation method
We performed 3D numerical wave propagation simulations
using the highly scalable code AWP-ODC (Anelastic Wave
Propagation–Olsen, Day, and Cui, named after the three main
authors), which solves the velocity–stress wave equation with an
explicit staggered-grid finite-difference scheme (Olsen, 1994;
Cui et al., 2010, 2013). This graphic processing unit-enabled
code is fourth-order accurate in space and second-order accu-
rate in time. The code takes advantage of a discontinuous mesh
technique with a change in grid spacing by a factor of 3 between
domains vertically, which significantly reduces the memory use
(Nie et al., 2017). The curvilinear mesh was used in the shallow-
est mesh block of the domain to include the effects of surface
topography (O’Reilly et al., 2021). To minimize computational
requirements, we clamped the lowest shear-wave velocities at
300 m/s. To achieve a maximum frequency of 3 Hz with a mini-
mum shear-wave speed of 300 m/s using at least 6.7 grid points
per minimum wavelength, the smallest grid spacing in our sim-
ulations was set to 15 m (O’Reilly et al., 2021). See Table 1 for
technical details of the numerical simulations.

Hu et al. (2022b) described a method to incorporate an
approximate contribution of the near-surface low-velocity
materials (VS < 300 m=s in this case), often omitted in 3D
deterministic simulations to save computational resources.
In this method, the vertically incident SH-wave transfer
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functions for the VS profile with and without the near-surface
low-velocity materials were computed to form a spectral cor-
rection function. Here, we corrected the Fourier amplitude
spectra for the two horizontal components to incorporate
an approximation of the effects of the material with
VS < 300 m=s. In general, this effect on the ground motions
was negligible within the analyzed frequency band in our case
(see Fig. S5).

Data processing
The ground motions of the Mw 7.1 Ridgecrest event have been
well recorded by networks of densely distributed seismic sta-
tions throughout the simulation domain. We use acceleration
data from HN channels at stations operated under networks CI
and NP (see Data and Resources for more details). The poles
and zeros for each channel were used to remove the instrument
response, and the acceleration waveforms were integrated once
to get velocity waveforms. Baselines of the near-fault records
(stations shown in Fig. 1b) were corrected using the method
proposed by Wang et al. (2011). Prior to the validations, all

observed and simulated data were band-pass filtered between
0.02 and 3 Hz using two forward passes of a (causal) second-
order Butterworth filter. In total, 161 stations were included in
our analysis.

GTL and Q�f� model
VS of the top ∼30 m of Earth’s crust is often relatively well
constrained from borehole and geotechnical data (Yong
et al., 2013), or it can be estimated as a proxy from topographic
surface elevation (Wald and Allen, 2007). Similarly, velocities

Figure 3. Enhancement of spectral energy for the source model from the
kinematic source inversion. (a) Moment rate function for (top) one sub-
fault, (middle) von Karman correlated noise with Tc of 0.11 s, and (bot-
tom) comparison of original and the perturbed moment rate function with
σ � 0:1. (b) Comparison of the total moment rate functions in the (top)
time and the (bottom) frequency domain, respectively, for which the tar-
geted total moment rate spectrum is shown by the dashed curve in the
bottom panel. The color version of this figure is available only in the
electronic edition.
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of the layers below ∼1000 m depth can be constrained by
tomographic results. On the other hand, in particular for rock
sites, the velocities between these two regions are often poorly
resolved, as is the case for CVM-S. To alleviate this issue, Boore
and Joyner (1997) used generic models to bridge the gap
between data constraints in the two regions, and Ely et al.
(2010) proposed a scheme that determines the shallow VS by
interpolation (“tapering”) between the VS30 value and the
original tomography model at a certain depth (zT). Here, we
describe the near-surface seismic velocities using the approach
by Hu et al. (2022b), who showed that simulations of the 2014
Mw 5.1 La Habra, California, earthquake, generated better fit to
data using larger values of zT compared with the 350 m rec-
ommended by Ely et al. (2010). Consistent with Hu et al.
(2022b) but not Ely et al. (2010), we only modified the
velocities and densities when the existing VS is higher than that
given by the taper, ensuring that the (generally better con-
strained) low velocities in the basins of the existing model will
remain in the model (e.g., low-velocity basin materials in Los
Angeles). We used trial-and-error simulations to estimate the
tapering depth of the GTL that provided the least-biased fit to
the ground-motion data (see discussion in the supplemental
material and Figs. S6 and S7 for further details of the analysis).

A popular procedure for parameterizing the Q model,
adopted in many earlier numerical wave propagation studies,
consists of using linear or polynomial relationships between Q
and the local VS values (Olsen et al., 2003; Taborda and Bielak,
2013, 2014; Lai et al., 2020; Pitarka et al., 2021). As frequency

increases beyond ∼1 Hz, strong-motion data in some regions
indicate that the seismic attenuation becomes frequency
dependent (Aki, 1980; Raoof et al., 1999; Phillips et al.,
2014; Wang and Shearer, 2017), which can be captured by
numerical schemes (Withers et al., 2015). The AWP-ODC sup-
ports frequency-dependent attenuation that follows a power-
law description:

Qs�f � � Qs,0, f < f 0,

Qs�f � � Qs,0

�
f
f 0

�
γ

, f ≥ f 0,
�4�

in which we assumed that the transition frequency f 0 is 1 Hz,
QS,0 is a constant QS value, and the power-law exponent γ con-
trols the rate of increase for QS above 1 Hz (Withers et al.,
2015). Following the format of Olsen et al. (2003), we assumed
a constant QS to local VS ratio �Qs,0

VS
� k�, and therefore

the parameters to be estimated are k and γ in equation (4).
We furthermore assumed QP � 2QS, following Olsen et al.
(2003).

The 0–5 Hz deterministic simulations of the 2014Mw 5.1 La
Habra, California, earthquake by Hu et al. (2022a) found opti-
mal ranges of k = 0.075–0.1 and γ < 0:6 for the greater Los
Angeles area. Because our model area is larger than the region
used by Hu et al. (2022a), including an additional section of
the Sierra Nevada Mountains, we re-evaluated the optimal
attenuation relation (see discussion in supplemental material
and Figs. S8–S11). Using trial-and-error simulations with a
series of tapering depths of the GTL, we find optimal results
for a 700-m-thick GTL and Q(f) with QS � 0:1VS and
QS�f � � 0:1VSf 0:5 (VS in m/s) for frequencies lower and
higher than 1 Hz, respectively. Lacking fault-specific con-
straints for the Ridgecrest area, this Q(f) model is applied
inside the fault zone model as well as the broader CVM.
These parameters are used in the following simulations exam-
ining the effects of the Ridgecrest fault zone on the resulting
ground motions. See discussion in supplemental material and
Figures S8–S11 for further detail of the optimization of the ane-
lastic attenuation parameters.

Effects on ground motions from the fault zone
structure
After calibration of the GTL and attenuation model, we carried
out simulations to investigate the effects of the fault zone on
the resulting ground motions. Figure 4 demonstrates signifi-
cant differences in the surface velocity wavefield between sim-
ulations with (CVM + FZ + GTL) and without (CVM + GTL)
the fault zone structure, inside the domain outlined by the
white box in Figure 1a. When including the fault zone, the
wave fronts exhibit a more complex pattern surrounding the
ruptured faults with higher amplitudes compared with the
model without the fault zone. The differences can be attributed
to waves generated by the velocity contrast between the LVZs

TABLE 1
Simulation Details

Domain
Length 200.87 km
Width 304.55 km
Depth 149.61 km
Southwest corner −119.50000°, 34.00000°
Northwest corner −118.14120°, 36.50876°
Southeast corner −117.52448°, 33.25866°
Northeast corner −116.11682°, 35.74564°
Spatial Resolution
Grid spacing 15 m: free surface to 11.97 km below sea

level
45 m: 11.87–24.78 km below sea level
135 m: 24.47–149.61 km below sea level

Maximum frequency 3 Hz
Minimum VS 300 m/s
Points per minimum
wavelength

6.66

Temporal Resolution
Timestep 0.0008 s
Simulation time 180 s
Miscellaneous
Geotechnical tapering depth 700 m
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around the faults in the imaged fault zone structure and the
surrounding host rock (Fig. S1). The spatial complexities in
the fault zone structure lead to less coherent wave fronts and
longer-lasting wave energy near the causative faults, explaining
the prolonged coda wave trains in the corresponding synthetic
waveforms. The increased particle velocities correlate well with
locations above the near-fault LVZ at 1 km depth (see Fig. 4a).
The snapshots also show that the fault zone amplification
effects persist beyond the fault LVZ, specifically through
Love waves propagating to the south (see fault-parallel velocity
in Fig. 4).

Figure 5 illustrates the contributions of the fault zone on the
resulting peak ground velocities (PGVs) and peak ground
accelerations (PGAs) from the Mw 7.1 Ridgecrest earthquake.
These maps emphasize how the fault zone significantly
increases the PGVs and PGAs by up to a factor of 3 toward
the southeastern end of the fault, specifically in bands aligned
along and perpendicular to the fault traces. The increase in
PGV as well as coda duration due to the fault zone is further
illustrated by comparison of synthetic time histories with and
without the LVZ across the fault zone (see Fig. 6). The maxi-
mum PGV and PGA values predicted in the near-fault area are
about 60 cm/s and 0.6g, respectively.

The effects of the fault zone on the resulting ground
motions shown above include a calibrated GTL and Q(f), per-
haps the most realistic reference. However, because both the
GTL and the fault zone structure add low-velocity material
to the model, we also illustrate the effects of the fault zone rel-
ative to the CVM-S without the GTL in the simulated ground
motions in the near-source area in Figure 7. The areas of sig-
nificant PGVs and PGAs are greatly expanded to include the
southeastern and northwestern parts of the fault system
because of amplification effects in the LVZ.

Comparison of snapshots (see Fig. 8) and animations (see
animations in she supplemental material) from simulations
using models including the GTL with (CVM + FZ + GTL)

Figure 4. Snapshots of absolute particle velocity along (a) fault normal,
(b) fault parallel, and (c) vertical directions in the near-fault region
(Fig. 1b) for simulations including the GTL and with (top) and without
(bottom) the imaged fault zone model. The northwest–southeast-trending
lines depict the fault trace used for simulating the Mw 7.1 Ridgecrest event.
The contours depict VS of 2100 m/s at 1 km below the free surface in the
corresponding models. Animations of the wave propagation can be found in
the supplemental material. The color version of this figure is available only in
the electronic edition.
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Figure 6. Three-component record section of velocity waveforms along a pro-
file across the fault (see profile A–A′ in Fig. 1b) for the model with (CVM + FZ
+ GTL, thick traces) and without (CVM + GTL, thin traces) the fault zone

structure. Peak velocities in centimeters per second for models with (shaded)
and without the fault structure are shown at the beginning of each record.
The color version of this figure is available only in the electronic edition.

Figure 5. (a,b) Peak ground velocities (PGVs) and (d,e) peak ground accelerations
(PGAs) in the near-fault region (see Fig. 1b for location) for models (left)
Community Velocity Model (CVM-GTL) and (center) CVM-FZ-GTL along with the

logarithmic ratio (c,f). Lines depict fault traces that ruptured during the Mw 7.1
Ridgecrest event. Triangles depict stations used for waveform comparison. The
color version of this figure is available only in the electronic edition.
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and without (CVM + GTL) the fault zone farther from the
source shows additional evidence that the fault zone generates
a more complicated wavefield because the trapped waves gen-
erated within the LVZ continue to contribute wave energy after
the termination of the source rupture. In particular, the snap-
shots show surface-wave trains with amplitude and duration
amplified by the LVZ at distances along the paths to the
Ventura and Los Angeles basins. The snapshots and movies
clearly reveal that the fault zone increases the coda duration
in the synthetics. In addition, the record section of synthetic
velocity time series between the epicenter and station CI_GOU
shown in Figure 9 illustrates the efficacy of the model with the
fault zone to generate large-amplitude surface waves (indicated
by the dashed line).

The PGVs are notably increased (by ≤25%) within the
Los Angeles basin because of the addition of the fault zone
structure (Fig. 10). The model without the fault zone primarily
generates a band of amplified PGVs in the southeastern part of
the basin. On the other hand, the fault zone tends to distribute
part of this energy into increased PGVs in most other parts of
the basin, in particular toward the northwest. This is likely
caused by a less coherent wavefield broken up by the hetero-
geneous fault zone. The fault zone structure only slightly
amplifies the PGAs (Fig. 10).

The seismic data recorded in our model area from the M 7.1
Ridgecrest earthquake generally support the model including the

fault zone both near and far from the source. For example, the
large-amplitude phases at CI_CCC in Figure 11 and at farther
distances (CI_CJV2 and NP_5425 in Fig. 11) including the fault
zone show an improved correlation with data compared with the
synthetics without the fault zone. The goodness-of-fit (GOF)
curves using FAS (see supplementary material, equations S1
and S2) demonstrate that the fault zone improves the spectral
fit between 0.1 and 0.5 Hz, primarily on the east–west and the
vertical components (see Fig. 12b). For all seismic recordings
inside our model domain, we find that including the fault zone
decreases the 0.1–0.5 Hz mean absolute FAS bias to seismic
recordings for all sites by 16% and specifically for the greater
Los Angeles basin (inside white box in Fig. 10) by 26%. In the
absence of the GTL, the LVZ still improves the GOF of the FAS
(Fig. 12a). The model with the GTL but without the fault zone
results in substantial enhancement of spectral energy at frequen-
cies >0.5 Hz, decreasing the bias of the seismic response at higher
frequencies (see also Fig. S12). Additional comparisons including

Figure 7. (a,b) PGVs and (d,e) PGAs in the near-fault region (see Fig. 1b for
location) for models without (CVM) and with (CVM-FZ) the fault zone (but
without the GTL). (c,f) Maps of the ratio between peak motions with and
without the fault zone (note log scale). Lines depict fault traces that
ruptured during theMw 7.1 Ridgecrest event. The color version of this figure
is available only in the electronic edition.
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waveforms, cumulative absolute velocity, and FAS can be found
in the supplemental material (Figs. S13–S17 for near-source sta-
tions and Figs. S18–S23 for stations farther from the source).

In addition to the fault zone and GTL, surface topography
and 3D basin structure affect the ground motions from our
simulations of theMw 7.1 Ridgecrest earthquake. Distributions
of both PGV and PGA (Fig. 10) are amplified on the peaks and
ridges in the southern Sierra Nevada (northern parts of the
maps) along the western part of the Mojave Desert and into
the Ventura basin. The high-velocity material of the San
Bernardino Mountains experiences relatively small ground
motions before the waves are amplified by the sediments of
the Los Angeles basin further to the south.

DISCUSSION AND CONCLUSIONS
We have simulated 0–3 Hz 3D deterministic wave propagation
for the 2019 Mw 7.1 Ridgecrest, California, earthquake in a
200 km × 300 km domain from the source region into the
Los Angeles basin. Strong-motion data recorded by a dense
deployment of seismic stations were then used to estimate

Figure 8. Snapshots of the norm of the particle velocity (a–c) with and
(d–f) without the fault zone model. The dashed box is the domain
where the fault zone structure was imaged. The white boxes depict areas
where the fault zone significantly affects the particle velocities. The color
version of this figure is available only in the electronic edition.
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an optimal depth of 700 m for a VS30-constrained GTL, as well
as values of k = 0.1 and γ � 0:5 for frequency-dependent ane-
lastic attenuation parameterized as QS�f � � QS,0f γ, in which
QS,0 � kVS. Here, k = 0.1 is consistent with the low-frequency
Q models estimated by Olsen et al. (2003, 2009), Withers et al.
(2015), Savran and Olsen (2019), Pitarka et al. (2021), and Hu
et al. (2022a,b), and the Q(f) model is within the range deter-
mined by Hu et al. (2022a). Furthermore, the range of γ esti-
mated in this study is similar to that from seismic observations
in southern California. For example, our results are in agree-
ment with the inverted value of 0.4 from the study by Lin and
Jordan (2018) using P- and S-wave spectra, 0:5 ≤ γ ≤ 0:8
from Song and Jordan (2013) constrained by local earthquake
data when considering elastic scattering and γ � 0:45 by

Raoof et al. (1999) obtained from fitting the spectra of earth-
quake ground-motion records.

Using the calibrated Q(f) model, we analyzed the effects of
the fault zone model on strong ground motions during the
2019 Mw 7.1 Ridgecrest earthquake. Our analysis shows that
the fault zone structure significantly affects the predicted
ground motions both near the source and south into the
Los Angeles basin. When considering the SCEC CVM-S as
a reference, our simulations indicate that the fault zone struc-
ture improves modeling of the long-period features in the
data and lengthens the coda-wave trains in better agreement
with observations. The presence of the fault zone structure
generates trapped waves and increases near-source ground
motions, which is consistent with earlier findings (Ben-
Zion and Aki, 1990; Li and Leary, 1990; Ben-Zion et al.,
2003; Lewis et al., 2005; Peng and Ben-Zion, 2006). In par-
ticular, the fault zone enables the simulations to more accu-
rately reproduce large-amplitude Love waves observed in the
data. For example, including the fault zone structure in the
velocity model decreases the 0.1–0.5 Hz mean absolute
FAS bias to seismic recordings for all sites in the model
and in the Los Angeles basin area by 16% and 26%, respec-
tively. We therefore recommend that fault zone structures, if
available and constrained by data, be included in future wave
propagation simulations for large earthquakes with surface
rupture.

DATA AND RESOURCES
The numerical simulations were carried out on Summit at the Oak Ridge
Leadership Computing Facility (ORNL). The finite-difference code used
in this study (AWP-ODC) can be downloaded from the GitHub reposi-
tory (https://github.com/SCECcode/awp). Model preparation and data
processing were done on Andes at ORNL. We used acceleration data
from HN channels at stations in the network CI, the Southern
California Seismic Network (California Institute of Technology and
U.S. Geological Survey Pasadena, 1926); and the network NP, the
United States National Strong-Motion Network (U.S. Geological
Survey, 1931). Strong-motion seismic data and the corresponding PZ
files were accessed using the data fetch tool developed by the
Incorporated Research Institutions for Seismology (IRIS), through the
web portal of the Southern California Earthquake Data Center at the
California Institute of Technology (http://service.scedc.caltech.edu).
The Seismic Analysis Code from IRIS was used to process the
strong-motion data. The kinematic source rupture models of Chen
et al. (2020), Goldberg et al. (2020), and Liu et al. (2019) were obtained
directly from the authors via personal communication. The supplemen-
tal material contains additional figures supporting the discussion in the
main article, a description of how the optimal geotechnical layer and
Q(f) parameters were determined, and animations of wave propagation.
All websites were last accessed in March 2022.
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Figure 9. Record sections of the east–west component of synthetic velocity
waveforms computed with (thick traces) and without (thin traces) the fault
zone compared with the data at station CI_GOU (see Fig. 1a for locations of
the epicenter and station CI_GOU). The amplitudes at each distance are
normalized by the maximum amplitude of the synthetic waveform computed
with the fault zone structure. The dashed line indicates a wavespeed of
∼3.2 km/s. The color version of this figure is available only in the electronic
edition.
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Figure 10. (a,b) PGVs and (d,e) PGAs in the southern portion of the sim-
ulation domain (dotted magenta box in Fig. 1a) with (CVM-FZ-GTL) and
without (CVM-GTL) the fault zone structure included. The white box

highlights the greater Los Angeles basin area. (c,f) Maps of the ratio
between peak motions with and without the fault zone (note log scale). The
color version of this figure is available only in the electronic edition.

Figure 11. Comparison of observed velocity waveforms on three components
with synthetics computed for models CVM + FZ + GTL and CVM + GTL at
three different sites. Maximum amplitudes in centimeters per second are

shown to the right of each waveform. See Figure 1 for locations. The color
version of this figure is available only in the electronic edition.
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