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3D Viscoelastic Wave Propagation in the Upper Borrego Valley, California,

Constrained by Borehole and Surface Data

by K. B. Olsen, R. Nigbor, and T. Konno

Abstract We have simulated 2-Hz-wave propagation in a three-dimensional
model of the upper Borrego Valley, southern California, for a M 4.9 earthquake with
epicenter 5 km north of the valley. A 4th-order staggered-grid finite-difference
method was used to calculate viscoelastic ground motion in a basin model (9 km by
5 km by 0.4 km) consisting of heterogeneous sediments surrounded by bedrock. We
simulated the earthquake as a double-couple point source and computed the ground
motions in the valley separately for the parts of the source incident from below and
from the North. The earthquake was recorded by a surface array as well as a deep
downhole array (0–238 m depth) in the center of the valley, all equipped with digital
three-component seismic instruments. The simulation reproduces the overall pattern
of ground motions at basin and borehole sites and shows a good correlation of ob-
served to synthetic waveforms. In particular, the 3D simulation reproduces the re-
corded peak motions, cumulative kinetic energies, and Fourier spectral amplitudes
within a factor of 2 for most components at the individual sites. The correlation
between data and simulation allows us to identify the secondary arrivals in the records
as Love and Rayleigh waves generated at the edges of the valley and the troughs of
the basin. The peak velocities for the waves incident into the valley from below are
generally more than an order of magnitude larger than those for the waves incident
from the North. The success of the prediction requires the inclusion of anelastic
attenuation in the simulation with Q values for P and S waves in the alluvium of
about 30.

We also used a profile of the 3D model and the soil parameters at the deep borehole
to examine the ability of 2.5D and 1D model approximations to predict the data. The
maximum peak velocities and total cumulative kinetic energies are reproduced at the
recording sites within a factor of 2 for both 2.5D and 1D model approximations, but
are underpredicted by up to an order of magnitude at some depths for individual
components. In particular, the 2.5D and 1D simulations tend to underpredict the
duration.

Introduction

The recent appearance of more powerful computers,
better constrained basin models, and more efficient numer-
ical wave propagation codes have facilitated computation of
the 3D low-frequency seismic response of numerous sedi-
mentary basins throughout the world (e.g., Frankel and Vi-
dale, 1992; Frankel, 1993; Yomogida and Etgen, 1993; Ol-
sen and Schuster, 1994, 1995; Olsen et al., 1995a,b; Olsen
and Archuleta, 1996; Wald and Graves, 1998). Due to large
computational requirements, the 3D simulations have gen-
erally been limited to unrealistically large minimum veloc-
ities (0.5–1 km/sec), and the bandwidth has generally been
limited to frequencies less than 1 Hz. However, these studies
demonstrated significant 3D effects from the basin struc-

tures, including a strong sensitivity of the shaking duration
to the location in the basin and the generation of surface
waves at the edges of the basin.

While the 3D basin studies are able to test absolute
ground motions for simulations of specific events by com-
parison to surface recordings, uncertainty still remains about
the relative contribution to the ground motion from the path
effects from the source to the sedimentary basin and from
the basin itself. Direct modeling of basin effects requires
accurate information of the incident wavefield and parame-
ters of the soil. The conventional assumption that surface
rock recordings represent a mostly undistorted incoming
wavefield was recently questioned due to the site response
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of near-surface, altered bedrock (Steidl et al., 1996). Instead,
borehole recordings at levels below the sediments may pro-
vide the only reliable estimate of the incident wavefield.

The Borrego Valley seismic observatory represents an
excellent site for testing the accuracy of state-of-the-art 3D
wave-propagation techniques, with direct constraints on the
incoming wavefield. The observatory is located in the north-
ernmost part of the valley, hereafter denoted upper Borrego
Valley. This part of the valley is limited in size to about 9
km by 5 km and is equipped with surface and downhole
high-resolution three-component, digital seismic instrumen-
tation, and the seismic velocities and densities of the under-
lying basin sediments have been accurately mapped by a
variety of geophysical methods. The deepest borehole in-
strument is located 238 m below the valley’s surface in the
bedrock underlying the basin sediments. The initial arrivals
recorded at this depth may therefore be taken as an approx-
imation of the seismic waves impinging into the valley sed-
iments from nearby earthquakes.

While significant 3D ground-motion amplification ef-
fects are reported for sedimentary basins throughout the
world, an important question in ground motion modeling is
to what extent the geometry of a specific sedimentary basin
affects the ground motion. If it can be shown that the ground
motion amplification due to the 3D basin structure is insig-
nificant, or if 2.5D or even 1D approximations of the earth
model appear sufficient to accurately model wave propaga-
tion, tremendous computer resources can be saved in future
estimations of ground motion. Horike (1988), Horike et al.
(1990), and Frankel (1993) showed that there can be major
differences in the seismic response of 2D and 3D basin mod-
els. These differences include larger amplitudes and a longer
duration of shaking obtained from 3D basin models com-
pared to those obtained from 2D models. Olsen and Schuster
(1995) found that 2D and especially 1D synthetics generally
underestimate the peak velocities, cumulative kinetic ener-
gies, and mean spectral magnitudes predicted by 3D mod-
eling for the Salt Lake Basin. While the relatively simple
3D Salt Lake Basin model consisted of homogeneous sedi-
ments surrounded by bedrock, the upper Borrego Valley
model is much better constrained and therefore suited to ac-
curately estimate the 2.5D and 3D amplification effects. In
addition, the upper Borrego Valley has both surface and
borehole recordings available for comparison with simula-
tions.

Another critical issue for the ground-motion modeling
is the effect of anelastic attenuation on the ground motion.
The duration of shaking in alluvial valleys has been found
to be strongly dependent on the anelastic attenuation (e.g.,
Olsen et al., 1995a). Here we compare the results of 3D
elastic and viscoelastic simulations with data at both surface
and downhole recordings in order to estimate the effects of
anelastic attenuation for the upper Borrego Valley.

Our main objective in this article is to assess the accu-
racy of purely deterministic ground motion predictions car-
ried out using some of the most accurate information avail-

able on a subsurface velocity and density structure, and
incoming wavefield for a M 4.9 scenario earthquake.

Wave Propagation in the Upper Borrego Valley

Upper Borrego Valley Model

The Borrego Valley is located in the desert of southern
California in an area of relatively high seismicity, consisting
mostly of right-lateral strike-slip events from northwest-
striking faults (Fig. 1). For this reason, and due to the rela-
tively small size of the valley and thickness of the underlying
sediments (less than 400 m), the upper Borrego Valley was
deployed with both a surface and downhole array of high-
resolution three-component digital seismic instrumentation
(Fig. 2).

The 3D model of the upper Borrego Valley consists of
sediments surrounded by bedrock. The seismic velocities of
the sediments and bedrock, as well as the configuration of
the sediment/bedrock boundary were estimated by 3D in-
version of gravity data and interpretation of seismic reflec-
tion and refraction lines and borehole logs from the down-
hole array (Agbabian Associates, 1996). Based on the
surveys, the sediments are separated into unsaturated and
saturated alluvium. P- and S-wave velocities and densities
for the unsaturated alluvium vary between 0.5–1.2 km/sec,
0.3–0.65 km/sec, and 1.9–2.1 g/cm3, respectively. P- and S-
wave velocities and densities for the saturated alluvium vary
between 1.9–2.3 km/sec, 0.65–0.8 km/sec, and 2.2–2.3 g/
cm3, respectively. The borehole was deployed with instru-
ments at depths of 0 m, 9.4 m, 19.4 m, 138 m, and 238 m
below the valley surface. The deepest instrument is located
in bedrock, about 10 m below the lower boundary of the
sediments (Fig. 2b). P- and S-wave velocities and densities
for bedrock are 5.2 km/sec, 3.0 km/sec, and 2.65 g/cm3,
respectively. The elastic parameters below the main station
are plotted in Figure 3.

Many previous 3D modeling studies have not included
anelastic attenuation (e.g., Olsen and Schuster, 1994, 1995;
Olsen et al., 1995b, 1996). However, Frankel and Vidale
(1992), Frankel (1993), and Olsen et al. (1995a) showed that
attenuation is a major limiting factor to the duration and peak
motion in alluvial valleys. Here, we simulate wave propa-
gation for frequencies up to 2 Hz and a minimum shear-
wave velocity of 0.3 km/sec, so we expect significant effects
from attenuation in the upper Borrego Valley. Unfortu-
nately, Q is the elastic parameter with the largest uncertainty
in the upper Borrego Valley model. We used trial-and-error
modeling to estimate the distributions of Qs and Qp that gen-
erate synthetics with an optimal fit to data, in particular for
the amplitude of the reverberations following the initial ar-
rival where anelastic attenuation is most effective. We find
that values of both Qs and Qp of 30 in the sediments provide
the best fit between synthetics and data (see Figure 3). Out-
side the sediments we used Qs ! 0.1Vs (m/sec) and Qp !
1.5Qs. To our knowledge, this relation between Q and ve-
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Figure 1. Location of the upper Borrego Valley. The triangle depicts the location
of the downhole array. The star depicts the epicenter of the M 4.9 earthquake used in
this study.

locity is commonly used in absence of better constraints.
However, the effect of attenuation in the rock has limited
effect on the ground motion.

Finite-Difference Scheme and Scenario Earthquake

We use a fourth-order staggered-grid finite-difference
scheme (Olsen, 1994) to solve the 3D viscoelastic equations

of motion (Blanch et al., 1995; Robertsson et al., 1994).
Viscoelasticity is implemented using stress relaxation inde-
pendently for P and S waves using a standard linear solid
model with one relaxation peak. The accuracy for Qs ! 100
is estimated to be less than 5% for the central 1/3 of the
bandwidth of interest, but decreases significantly toward the
smallest and largest frequencies (see Blanch et al., 1995,
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Figure 2. Borrego Valley model and seismic in-
strumentation. (a) Map of the Borrego Valley, as
shown by the inset in Figure 1. The contours depict
the surface topography with a contour spacing of 100
m. The triangles denote the locations of surface re-
cording sites. The profiles A-B and C-D depict the
location of the cross sections used for the 2.5D mod-
eling and the line used to display source-time func-
tions, respectively. (b) 3D perspective of the isosur-
face for Vs ! 1 km/sec, superimposed with the
borehole array. Note that the borehole array is located
on a ridge in between two deeper troughs of the basin.

Figure 3. P- and S-wave velocities, densities, and
Q profile at the main station.

Figure 4). This implementation differs from that presented
by Graves (1996) where anelastic attenuation is applied at a
single frequency without distinction between Qs and Qp. We
use the absorbing boundary conditions by Clayton and
Engquist (1977) and the sides of the computational model
are padded with homogeneous regions of attenuative mate-
rial to furthermore limit reflections from the boundaries of
the grid (Cerjan et al., 1985).

Our scenario earthquake is selected as the M 4.9 earth-
quake that occurred on 26 July 1997 with epicenter about 5
km north of the valley and a hypocentral depth of 12.9 km
(see Figure 1). The earthquake was recorded by 11 surface
stations and a deep and 2 shallow borehole arrays in the
valley. We used at right-lateral strike-slip focal mechanism

on a vertical fault with a strike of 306!. The focal depth and
source mechanism is taken as a combination of estimates
from the U.S. Geological Survey and the Southern California
Earthquake Center. The strike is in agreement with the gen-
eral trend of the Coyote Creek and San Jacinto faults (see
Figure 1). The source parameters are listed in Table 1.

Simulation of Wave Propagation

We simulated the M 4.9 earthquake in a two-step pro-
cedure in a fashion similar to that obtained by a variable-
grid finite-difference implementation. However, in order to
demonstrate the relative contribution of energy impinging
onto the upper Borrego Valley from below and from the
north for the earthquake, we carried out two different sets
of simulations (see Figure 4).

• First, a cosine-shaped double-couple point source-time
function with a duration of 0.35 sec was inserted at the
hypocenter location (see Figure 1, Table 2). We find that
this source-time function generates a satisfactory fit be-
tween the initial arrival on the synthetics and data at the
bottom of the deep borehole. The point source was simu-
lated in two different models with a grid spacing of 100
m and P- and S-wave velocities and densities defined by
the regional model by Hadley and Kanamori (1977), (1)
one with absorbing boundary conditions and (2) one with
a free surface at the top of the model. The stress tensor for
the wavefield was saved at a sheet of node points located
at a datum plane 400 m below the surface for simulation
(1), just below the deepest sediments of the upper Borrego
Valley model, and along a vertical sheet extending from
the surface to a depth of 400 m for simulation (2). Figure
5 shows the particle velocities computed along the east-
west profile C-D (see Figure 2a), 400 m below the valley
floor. Note that the main station (at 5 km on Figure 5) is



138 K. B. Olsen, R. Nigbor, and T. Konno

Figure 4. Illustration of the two-stage simulation
technique used in this study. (a) First, a double-couple
point source was inserted in models with a grid spac-
ing of 100 m and (1) an absorbing and (2) a free-
surface boundary condition at the upper edge of the
grid. The stress tensor was saved along a horizontal
plane at a vertical distance from the hypocenter cor-
responding to a depth of 400 m below the valley for
(1), and along a vertical plane from the surface to a
depth of 400 m below the valley for (2). (b) The
stress-time histories from (a) were added to the stress
tensor at the corresponding location in simulations
with a grid spacing of 25 m, including the 3D Borrego
Valley and a free-surface boundary condition at the
upper grid boundary.

Table 1
M 4.9 Source Parameters

Strike (degrees) 306
Dip (degrees) 90
Rake (degrees) 180
Moment (Nm) 2.51•1015

Depth (km) 12.9
Epicenter (lat, lon) 33.40, "116.35

Table 2
3D Viscoelastic Basin Modeling Parameters

Simulations (1)* Simulations (2)*

Spatial discretization (km) 0.1 0.025
Temporal discretization (sec) 0.0065 0.00225
Number of east-west grid points 240 401
Number of north-south grid points 160 237
Number of vertical grid points 200 50
East-west extent of model (km) 14 9
North-south extent of model (km) 16 4.9
Vertical extent of model (km) 20 1.2
Minimum source frequency (Hz) 0.0 0.0
Maximum source frequency (Hz) 2.0 2.0
Number of timesteps 1200 5000
Simulation time (sec) 7.8 11.25

*See Figure 4.

Figure 5. Source-time functions at a depth of 400
m below the Borrego Valley along profile C-D shown
in Figure 2a.

close to a nodal point with larger motion on the north-
south component compared to that for the east–west com-
ponent. This is in agreement with data, as seen in Figure
6 comparing the particle velocities below the main station
to the deepest ("238 m) borehole recordings. There is a
strong similarity between the computed particle velocity
and the borehole recording for the direct arrival. The re-
maining energy in the deep borehole records represent re-
flections from the surface and reverberations in the over-
lying sediments.

• Secondly, the stress-time histories computed in the simu-
lations (1) and (2) described above are added to the stress
tensor at the appropriate datum planes in the 3D Borrego
Valley velocity model with a grid spacing of 25 m. Using
a modeling resolution of 5 points per wavelength (Lev-
ander, 1988), this discretization enables us to simulate
wave propagation up to 2 Hz in a model where near-sur-
face shear wavelengths are on the order of 150 m. The

upper Borrego Valley model (approximately 9 km by 5
km by 1.25 km) is discretized into 361 by 201 by 51 (!3.7
million) grid points. The 3D modeling parameters are
listed in Table 2.

Analysis of Simulated Wave Propagation

In this section, we use snapshots and peak particle ve-
locity maps to analyze the simulated wave propagation for
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Figure 6. Comparison of simulated particle veloc-
ities at a depth of 300 m to recordings (thick traces)
at the deepest borehole station ("238 m).

the M 4.9 earthquake in the upper Borrego Valley. We use
the simulation for the wavefield impinging onto the valley
from below.

Figure 7 shows snapshots of particle velocities for ap-
proximately 10 sec of 2-Hz-wave propagation. The snap-
shots clearly show phases generated at the edges of the val-
ley, in particular at the northwest–southeast trending edge,
that propagate toward the southwest (see snapshots between
2.7 sec and 9.0 sec). These phases are a combination of Love
and Rayleigh waves, as will be discussed in the following
section. These surface waves interfere with scattered waves
in the basin sediments, which becomes much more pro-
nounced at later times. Note also how the waves are ampli-
fied above the two north–south trending troughs located in
the southern part (Fig. 2b), especially apparent in the snap-
shots of the north–south component at 4.5–6.3 sec.

The peak velocities in the upper Borrego Valley are
shown in Figure 8, superimposed with depth contours for
the isosurface of Vs ! 1 km/sec. The north–south compo-
nent contains the strongest effects of the source (see Figure
5) and represents the largest peak velocities. Note the sig-
nificant basin edge effects, in particular along the eastern
boundary of the valley, as noticed in the snapshots (Fig. 7).
Some of the largest amplitudes are found along the relatively
steeply dipping eastern edge of the valley. This is in agree-
ment with results from other 3D scenario modeling studies
(e.g., Olsen et al., 1995a; Olsen, 1999), where some of the
strongest ground-motion amplifications were found near the
steepest-dipping basin edges. Another striking pattern in the
peak velocities is the increased amplification immediately
behind convex-shaped parts of the basin edges or bottom
(e.g., the north–south trending trough below station H). Such
amplification pattern was noticed for 3D simulations of wave
propagation in the Weber Basin, Utah (Olsen and Schuster,
1994) and identified as focusing effects at the convex-shaped
boundaries of the basin. The reason why the focusing occurs

for the wavefield impinging from below the valley is that the
convex-shaped parts of the sediment-bedrock interface at the
edge of the valley tend to maintain their cylindrical structure
from the surface to a limited depth, dipping toward the center
of the valley.

Comparison of Synthetics and Data

Surface and Borehole Instrumentation

The equipment at each station consists of Kinemetrics
FBA-23 accelerometers (ALTUS series with 20-bit digital
recording). We included data from the surface array for 11
stations, of which 10 (A–J) are located on unconsolidated
sediments in the upper Borrego Valley and one (K) is located
on a weathered bedrock outcrop in the mountains to the west
of the valley (Figure 2 and Table 3). Borehole data is used
at depths of 0 m, 9.4 m, 19.4 m, 138 m, and 238 m at the
main station in the center of the valley, at a depth of 91 m
at station J, and at a depth of 30 m at station K. The main
station is located 10 m from the station A (omitted on Figure
2 for clarity).

Comparison of Simulated and Observed
Earthquake Records

Now we examine the successes and failures of using the
3D viscoelastic simulation to predict 2-Hz ground motions
in the upper Borrego Valley by comparing our synthetic seis-
mograms to three-component records of the M 4.9 earth-
quake recorded by both the surface and downhole arrays
(Table 3). The identification of phases is based on the rela-
tive amount of energy on the three components of motion
and particle motions.

In order to illustrate the relative bandwidths of the data
and simulations, Figure 9 shows the root mean square (rms)
Fourier spectral amplitude for data and synthetics at the main
station (surface). The data contains the largest spectral am-
plitudes below about 2 Hz, which is covered by the band-
width of the simulations. However, the simulations omit a
significant fraction of the energy in the data between 2 and
7 Hz.

Figure 10 compares observed 0.1–2 Hz velocity seis-
mograms for the M 4.9 earthquake at surface stations to the
synthetics for the waves impinging onto the valley from be-
low and from the North. The observed traces are aligned
with the simulated ones using the arrival with the largest
amplitude, at about 3 sec on the north–south component. The
observed seismograms show a good agreement in the max-
imum amplitudes, duration, and general waveforms of sig-
nificant wave trains at most sites. Due to the relatively small
distances between stations A and F (see Figure 2a), the
waveforms recorded at these sites are similar. As expected,
the best correlation of waveforms for the synthetics and data
is obtained for the initial arrivals, which are predominantly
controlled by the source, but later arriving phases are also
well correlated. For example, the synthetics reproduce a sec-
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Figure 7. Snapshots of simulated wave propagation in the Borrego Valley for the
M 4.9 earthquake. The snapshots depict particle velocities at 0.9-sec intervals for ap-
proximately 10 sec of wave propagation after the origin time of the earthquake. The
triangles depict the location of the borehole array (main station) and the rock station.
The thick line shown on the snapshots is the depth contour of 0.05 km for the isosurface
of Vs ! 1 km/sec and depicts the outline of valley. The particle motion is scaled by
the same constant for all snapshots.
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Figure 8. Maps of peak velocities in the Borrego Valley for a simulation of the M
4.9 earthquake, superimposed with the depth contours of 0.05 km and 0.3 km for the
isosurface of Vs ! 1 km/sec. The triangles depict the location of the borehole array
and the rock station. The peak velocities are scaled by the same constant for all com-
ponents.
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Table 3
Stations Used to Record Seismic Waves from

the M 4.9 Earthquake

Code Lat (N) Long (W) Elev (m) Material

Main 33 19 36.1879 116 21 58.3030 227 alluvium
Main 33 19 36.1879 116 21 58.3030 218 alluvium
Main 33 19 36.1879 116 21 58.3030 208 alluvium
Main 33 19 36.1879 116 21 58.3030 89 alluvium
Main 33 19 36.1879 116 21 58.3030 "11 bedrock

A 33 19 36.1899 116 21 58.6898 227 alluvium
B 33 19 36.1918 116 21 59.0766 228 alluvium
C 33 19 36.3581 116 21 59.8498 228 alluvium
D 33 19 36.6907 116 22 01.3937 228 alluvium
E 33 19 37.1926 116 22 04.2910 229 alluvium
F 33 19 38.1972 116 22 10.2790 231 alluvium
G 33 19 40.2071 116 22 22.4485 234 alluvium
H 33 19 44.0558 116 22 45.2419 239 alluvium
I 33 19 52.0869 116 23 33.3425 249 alluvium
J 33 19 55.2592 116 23 51.3073 260 alluvium
K 33 19 56.0048 116 23 58.0696 284 bedrock

Figure 9. Root mean square spectral amplitudes
for data and synthetics at the surface station of the
deep borehole.

ondary arrival 2–3 sec after the initial S wave at stations A–
F and H, particularly clear on the horizontal components.
The snapshots in Figure 7 (3.6–4.5 sec) show that this phase
is generated by conversion at the eastern slope of the east-
ernmost trough of the basin, and the particle motion is that
of predominantly Love/SH waves. This phase is followed
by a Rayleigh wave generated at the eastern edge of the
valley (arriving at about 7 sec at station A). The large-am-
plitude phase on the north–south component arriving at the
main station (located 10 m from station A) at about 10 sec,
also reproduced by the simulation, is identified as a Love
wave generated at the western edge and nearby trough of the

basin. At stations I and H, the relatively large-amplitude en-
ergy arriving at 3.5–5.5 sec is predominantly a Love wave
with a smaller component of a Rayleigh wave, generated at
the western edge of the basin. These phases are amplified
within the deepest part of the western trough of the basin as
well as by superposition of weaker surface waves arriving
from northeastern and northwestern directions to generate
the relatively large-amplitude phases at 7.6–9.0 and 9.7–11
sec at station H.

Although the general agreement between synthetics and
data is good at some sites, the synthetics tend to somewhat
underpredict the recorded durations, particularly on the east–
west and vertical components. This discrepancy suggests a
lack of complexity in the basin model.

The variation of peak velocities generally agree for syn-
thetics and data across the surface array. The peak velocities
for stations A–G in the center of the valley are characterized
by relatively large values on the north–south component
above the bedrock high shown in Figure 2b. At station H,
the peak velocity increases in the simulation due to influence
of the western trough of the basin (see Figure 8), in agree-
ment with data. At station I, the peak velocity has decreased
for both data and synthetics above the shallowing sediments
toward the west (Figure 2b). The basin edge effect has in-
creased the peak velocities on the synthetics at the shallow
alluvium site J to values larger than those for the data, in
particular for the east-west and vertical components, while
peak velocities for data and synthetics at the rock site K are
in much closer agreement. The discrepancy at station J is
likely related to uncertainty of the shape of the nearby basin
edge. Note also that the energy arriving from below is much
stronger than that incident from North, as expected from the
near-vertical incidence angle of the earthquake. For this rea-
son, the synthetics for the wavefield impinging from below
is very similar to the combined synthetics. The energy for
the waves incident from the North tends to be larger for the
deeper sediment sites toward the east (H and I). The Fourier
spectra for data and synthetics at the surface stations for most
frequencies show good correlation (Fig. 11).

A comparison of synthetics and data from the deep bore-
hole is shown in Figure 12. The contribution to the synthetics
from the wavefield arriving from the north is negligible be-
low the surface and has been omitted. For clarity in the near-
surface region, we omit data at 0 m and "19.4. However,
the data at these stations are very similar to those shown at
"9.4 m (see Figure 13). The synthetics reproduce the in-
crease in amplitude for the data up through the sediments,
reflecting the change in impedance and show good fits of
waveform for data and synthetics, in particular for the first
5 sec. As observed for some of the surface stations, the syn-
thetics somewhat underpredict the durations for some com-
ponents.

Figure 14 compares synthetics to data at the shallow
borehole stations J (0 m and "91 m) and K (0 m and "30
m). As noted in the comparison for the surface data, the
synthetics tend to overpredict the amplitudes of the surface
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Figure 10. Comparison of simulated velocity seismograms for the M 4.9 earthquake
to data at 11 surface recording sites (A–K, see Fig. 2a). For each station, the traces
from bottom to top show 3D synthetics for the part of the source incident from the
North, 3D synthetics for the part of the source incident from below, total 3D synthetics,
and data (thick traces).

data at station J for the east–west and vertical components.
The peak velocity for data and synthetics are similar at "91
m (in rock), but increases for the synthetics compared to the
data toward the surface. The correlation between the stron-
gest (S) arrival of the data and synthetics for both surface
and borehole records at site J and in particular at the rock
site K is very good for the strongest (initial) arrival. How-
ever, distinctive phases at about 6–8 sec in the observations
are absent in the simulations. The most likely genesis of
these phases is the weathered nature of the rock at station
K, which was found to be deep (" 30 m) and nonuniform.

Effects of Anelastic Attenuation

We now examine the importance of including anelastic
attenuation in the simulations of the M 4.9 earthquake. For
this purpose, we compute synthetic seismograms in the up-
per Borrego Valley model with quality factors for both P
and S waves set to 100,000, effectively eliminating the ef-
fects of anelastic attenuation. Since the largest amount of
energy is incident onto the valley from below, we have omit-
ted the contribution from the waves incident from the North.
Figures 15 and 16 compare the simulation to data for the M
4.9 earthquake for surface and borehole stations, respec-
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Figure 11. Fourier spectra for the total 3D synthetics (dashed) compared to data
(solid) at the surface stations A–K.

tively. While the initial arrivals (3–5 sec) are mostly unaf-
fected by attenuation, the amplitude of the later-arriving
waves are grossly overpredicted by the synthetics computed
without attenuation. This is in particular the case for the
vertical component and for all components at stations lo-
cated above deeper alluvium (A–H). The effect of attenua-
tion is expectedly much smaller at the rock site (K) and for
the stations located above shallow alluvium (I and J).

The anelastic attenuation is clearly most important for
the near-surface sediments, in particular for the (unsaturated)
alluvium at depths less than about 150 m. Below 150 m at
the deep borehole location, the attenuation has a much
smaller effect on the ground motion.

2D and 3D Amplification Effects
Due to computer limitations, many seismic hazard stud-

ies have been confined to either 1D (e.g. Wong and Silva,
1993; Adan and Rollins, 1993) or 2D modeling (e.g., Vidale
and Helmberger, 1988; Hill et al., 1990) and so did not take
into account out-of-the-plane propagation and 3D mode con-
versions. Recent studies that simulate 3D wave propagation
suggest significant differences between 1D, 2D and 3D basin
model responses (e.g., Horike, 1988; Horike et al., 1990;
Frankel, 1993; Olsen and Schuster, 1995). In this section,
we examine such differences for the upper Borrego Valley
by computing the seismic responses for 1D, 2.5D and 3D
models of the valley for the M 4.9 event. This comparison
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Figure 12. Comparison of simulated seismograms at a depth spacing of 25 m to
borehole recordings (thick traces) at 9.4 m, 138 m, and 238 m at the main station for
the M 4.9 earthquake.

is important, since the outcome of such analyses may show
whether the computer extensive 3D modeling is required to
accurately estimate ground motion amplification in the upper
Borrego Valley, or whether 2D or 1D models suffice.

Figure 17 compares velocity seismograms for 3D, 2.5D
and 1D simulations with the M 4.9 earthquake for the bore-
hole array at the main station. The model for the 2.5D simu-
lation is a vertical cross section of the 3D upper Borrego
Valley model taken along profile A-B shown in Figure 2a.
This profile intersects the estimated hypocenter of the earth-
quake and the main station with the borehole array within
0.5 km. The waves are propagated using the 4th-order 3D

finite-difference method, where the 2D cross section was
extended in the east-west direction. The 1D model is the
layered representation of the 3D upper Borrego Valley
model at the main station (see Figure 3). Note the strong
similarity between the 1D, 2.5D and 3D responses on the
vertical component and the horizontal component with larg-
est amplitude (north–south) for the initial P and S arrivals.
While absent in the 1D synthetics, the 2.5D and 3D simu-
lations reproduce the secondary phase 2–3 seconds after the
initial S wave on the north–south component, as noticed in
the 3D synthetics for the surface array (Fig. 10). However,
the 2.5D and in particular the 1D synthetics tend to under-
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Figure 13. Comparison of borehole recordings of the M 4.9 earthquake at depths
of 0 m, 9.4 m, and 19.4 m at the main station.

Table 4
Maximum Peak Velocities at Main Station (cm/sec)

Component Depth (m) 3D 2.5D 1D Data

East-West 0 0.39 0.11 0.093 0.66
"19.4 0.35 0.085 0.071 0.55

"138 0.12 0.049 0.041 0.29
"238 0.06 0.036 0.029 0.11

North-South 0 0.90 0.89 0.85 0.98
"19.4 0.71 0.70 0.67 0.81

"138 0.30 0.29 0.28 0.34
"238 0.27 0.27 0.27 0.27

Vertical 0 0.24 0.22 0.21 0.23
"19.4 0.27 0.23 0.22 0.26

"138 0.11 0.11 0.10 0.15
"238 0.060 0.058 0.060 0.11

Table 5
Maximum Cumulative Kinetic Energies

at Main Station (Js # 102)

Component Depth (m) 3D 2.5D 1D Data

East-West 0 1.8 0.09 0.09 3.9
"19.4 1.4 0.05 0.06 3.7

"138 1.7 0.02 0.02 0.72
"238 0.020 0.001 0.000044 0.15

North-South 0 4.5 4.1 2.25 5.0
"19.4 3.2 3.2 1.58 3.4

"138 0.74 0.74 0.46 0.97
"238 0.26 0.29 0.28 0.37

Vertical 0 0.82 0.44 0.20 1.1
"19.4 0.92 0.42 0.21 1.1

"138 0.14 0.07 0.05 0.29
"238 0.03 0.03 0.02 0.13

Total 0 7.1 4.6 2.5 10.0
"19.4 5.4 3.7 1.9 8.2

"138 1.1 0.83 0.54 2.0
"238 0.31 0.32 0.31 0.65

predict the duration on all components, due to insufficient
amounts of mode conversion and surface wave generation,
and both 1D and 2.5D simulations fail almost completely to
generate any of the significant phases on the east-west com-
ponent. These results are further illustrated in Tables 4 and
5 comparing 1D, 2.5D and 3D peak particle velocities and
cumulative kinetic energies, respectively, for the synthetics
at the deep borehole array to those for the data.

Conclusions

Our simulation of 2-Hz viscoelastic-wave propagation
in a complex 3D model of the upper Borrego Valley repro-

duces the overall waveforms, peak velocities, cumulative ki-
netic energies at surface and borehole sites from a nearby M
4.9 earthquake within a factor of 2 for most components.
The best fit of the synthetics to data is obtained for Q values
for P and S waves in the sediments of about 30. Due to the
correlation between data and simulation, we are able to iden-
tify secondary arrivals in the data as Rayleigh and Love
waves generated at the edges and troughs of the basin. The
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Figure 14. Comparison of simulated velocity seismograms for the M 4.9 earthquake
at a depth spacing of 25 m to borehole recordings (thick traces) at 0 m and 91 m at
station J and at 0 m and 30 m at station K.

largest peak velocities are associated with the north–south
component, dominated by the source, along the edges and
above some of the deepest parts of the basin, due to focusing
and surface-wave generation. The omission of anelastic at-
tenuation in the simulation causes elastic reverberations in
the synthetics with amplitudes up to three times larger than
those for the viscoelastic model. The peak velocities of the
waves incident onto the valley from below are generally
more than an order of magnitude larger than those for the
waves incident from the North.

We used a profile of the 3D model and the soil param-
eters at the borehole to examine the ability of 2.5D or 1D
model approximations to predict the data. Both 2.5D and 1D
model approximations successfully reproduce the peak ve-

locity and cumulative kinetic energy for the total ground
motion but underpredict these parameters on some individ-
ual components by up to an order of magnitude. Our results
suggest that 3D effects from the basin structure, the near-
surface low-velocity layer, and attenuation on seismic wave
propagation all significantly influence site amplification in
the upper Borrego Valley. Future modeling of site amplifi-
cation in the upper Borrego Valley should include all of
these phenomena.
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