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Assessment of a Nonlinear Dynamic Rupture Inversion Technique

Applied to a Synthetic Earthquake

by Siobhan M. Corish, Chris R. Bradley, and Kim B. Olsen

Abstract Dynamic rupture inversion is a powerful tool for learning why and how
faults fail, but much more work has been done in developing inversion methods than
evaluating how well these methods work. This study examines how well a nonlinear
rupture inversion method recovers a set of known dynamic rupture parameters on a
synthetic fault based on the 2000 western Tottori, Japan earthquake (Mw 6.6). Rupture
evolution on the fault is governed by a slip-weakening friction law. A direct-search
method known as the neighborhood algorithm (Sambridge, 1999) is used to find
optimal values of both the initial stress distribution and the slip-weakening distance
on the fault, based on misfit values between known and predicted strong-motion
displacement records. The yield stress and frictional sliding stress on the fault are
held constant. A statistical assessment of the results shows that, for this test case, the
inversion succeeds in locating all parameters to within !14% of their true values.
With the model configuration used in this study, the parameters located in the central
rupture area are better resolved than the parameters located at the sides and bottom
of the fault. In addition, a positive linear correlation between the mean initial stress
and the slip-weakening distance is identified. The investigation confirms that dy-
namic rupture inversion is useful for determining rupture parameters on the fault,
but that intrinsic trade-offs and poor resolution of some parameters limit the amount
of information that can be unambiguously inferred from the results. In addition, this
study demonstrates that using a statistical approach to assess nonlinear inversion
results shows how sensitive the misfit measure is to the various parameters, and
allows a level of confidence to be attached to the output parameter values.

Introduction

Catastrophic rupture of large earthquakes occurs when
conditions on a fault plane achieve a critical configuration.
Finding out precisely what conditions existed on a fault at
the time of rupture is a vital part of learning why and how
faults fail and predicting where future earthquakes might
strike. Because rupture parameters within the earth are dif-
ficult to measure in the field or replicate in the laboratory,
numerical inversion of the rupture problem using near-fault
strong-motion data is one of the strongest tools available for
determining the details of a rupture and the conditions that
caused it. Increasingly, dynamic models of spontaneous rup-
ture propagation (e.g., Madariaga et al., 1998; Peyrat and
Olsen, 2004) are used to analyze strong-motion data. Unlike
kinematic models (e.g., Cotton and Campillo, 1995; Zhang
et al., 2003), which prescribe a slip function that determines
ground motions, a dynamic approach explicitly solves the
mechanical problem of rupture, subject to plausible stress
constraints, and can provide useful insights about how faults
rupture.

In a dynamic fault rupture model, the stresses acting on

the fault are specified, along with a set of constitutive equa-
tions describing how the material around the fault translates
stresses into motion. In the case of spontaneous dynamic
rupture propagation, rupture on the fault is completely de-
termined by the stresses acting on the fault and the consti-
tutive equations. The final slip, slip pattern, rupture velocity,
and the radiated waves all emerge as solutions from the rup-
ture problem.

To model dynamic rupture, physically plausible consti-
tutive relations must be defined for the fault zone. A slip-
weakening friction law (Ida, 1972; Andrews, 1976; Day,
1982) is commonly used. According to this law, frictional
resistance to slip holds the fault locked until the shear stress
reaches a critical level, known as the yield stress. Once slip
begins, the shear stress decreases linearly, over a finite length
called the slip-weakening distance, to a dynamic frictional
sliding level. The slip-weakening distance is introduced to
maintain finite levels of stress and slip rate at the rupture
front. Earthquakes are sensitive only to changes in the stress
state on a fault rather than to the absolute level of stress, so
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the frictional sliding stress is often set to 0, and all other
stresses are defined relative to this mark. The slip-weakening
relation is then completely parameterized by the yield stress
(Tu) and the slip-weakening distance (Dc). Tu, Dc, and the
initial stress (Te), are the dynamic rupture parameters used
in this study. Together, these parameters shape the rupture
pattern on the fault and the resulting radiated waves.

Spontaneous dynamic rupture is a strongly nonlinear
problem for which no simple analytical solution exists, so
determining the dynamic rupture parameters from seismic
data requires a nonlinear, numerical inverse procedure. The
inverse procedure typically works as follows. Initial guesses
of the rupture parameters are incorporated into a forward
model that propagates rupture according to a three-dimen-
sional elastic wave equation, and the resulting ground mo-
tions are compared with observations. Parameter values are
refined by an iterative process in which the parameter space
is sampled by an efficient direct-search algorithm, and each
set of values found is plugged into the forward model until
a good match to the observed seismic waveforms is
achieved. A direct-search algorithm is employed instead of
a gradient method because the relationship between the dy-
namic rupture parameters and the strong-motion records can
be extremely nonlinear. The use of nonlinear dynamic in-
version methods to infer fault characteristics from strong-
motion data has been shown to yield promising results
(Peyrat and Olsen, 2004), but so far, no systematic appraisal
of the inversion process has been done to determine its spe-
cific capabilities and limitations. Like other geophysical in-
verse problems, the solutions to strong-motion dynamic in-
versions are not necessarily unique, and furthermore, all
parameters cannot be determined equally well. To make
meaningful inferences about the state of a fault from dy-
namic inversion results, it is extremely important to be aware
of the possible ambiguities in the results and to acknowledge
when parameters might not be well constrained by the in-
version.

This study tests how well a nonlinear inversion method
reproduces a known set of dynamic rupture parameters from
synthetic strong-motion displacement records. The parame-
ters used to generate the known ground-motion response are
based on inversion solutions of data from the 2000 western
Tottori, Japan earthquake (Mw 6.6) (Peyrat and Olsen, 2004;
S. M. Corish, C. R. Bradley, and K. B. Olsen, unpublished
data, 2005). There are two reasons for using a synthetic set
of dynamic rupture parameters for this test. First, the param-
eters are known exactly and therefore provide an explicit
point of comparison for the inversion results, and second,
the inversion parameters can be defined in precisely the same
terms as the true parameters, thereby isolating the inversion
problem itself from errors due to unknowns in the real earth.
Comparison of the inversion results with the true parameters
offers a quantitative determination of the ability of the in-
version process to resolve the known parameters. Further, a
statistical analysis of the results demonstrates how well each
parameter can be constrained by the inversion, and gauges

ambiguity, in the form of trade-off between parameters. The
findings from this study can be applied to more complex
inversions using real data.

Method

The inversion is carried out using a direct-search
method known as the neighborhood algorithm (Sambridge,
1999), which concentrates the parameter search in nearest-
neighbor regions about the current best-fitting parameter
sets. This algorithm has been used previously to invert
strong-motion data for a heterogeneous initial stress distri-
bution on a fault (Peyrat and Olsen, 2004). In the current
investigation, the neighborhood algorithm is used to find op-
timal values of both initial stress and slip-weakening dis-
tance parameters on a fault, based on least-squares misfit
values between the known and computed seismograms.

Sambridge’s neighborhood algorithm works as follows:
(1) an initial group of nso sets of parameters is generated
randomly, using uniform random sampling in the multi-
dimensional parameter space (see Table 2 for parameter
ranges). (2) The forward dynamic rupture simulation is run
for each generated set of parameters, and misfit values are
calculated, based on a comparison between the computed
and “true” seismograms. (3) The entire parameter space is
divided into nearest-neighbor regions about each set. Each
nearest-neighbor region consists of all points in the space
that are closer to a particular set than to any other, as defined
by an L2 norm. (4) The misfits of all the parameter sets are
ranked, and ns new parameter sets are generated in the near-
est-neighbor regions about the nr sets with the lowest misfit
values. The process is repeated until an acceptable conver-
gence is reached.

The neighborhood algorithm has several advantages
over other direct-search methods. First, exploitation of the
nearest-neighbor construct quickly guides the search to
good-fitting areas of the parameter space: in each iteration,
sampling is concentrated in the regions of the parameter
space that have produced better fits to the true seismograms.
Second, only two control variables are required to configure
the search: ns, the number of new sets of parameters gen-
erated per iteration, and nr, the number of nearest-neighbor
cells resampled in each generation. In the current investi-
gation, ns " 40 and nr " 14 were found, after some exper-
imentation, to provide a good balance between the speed of
convergence and the exhaustiveness of the search.

Spontaneous propagation of a dynamic rupture consti-
tutes the forward problem. Rupture occurs on a vertical, pla-
nar fault within a three-dimensional medium. The forward
problem is solved by applying a fourth-order, staggered-grid
finite-difference scheme to a velocity-stress formulation of
the three-dimensional elastic wave equation (Olsen, 1994;
Graves, 1996). The finite-difference implementation largely
follows Madariaga et al. (1998), but the fault-plane bound-
ary condition has been updated to a more accurate stress-
glut formulation (Andrews, 1999).
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Figure 1. Earth model setup for the synthetic in-
version. (a) Map view of the fault region, showing the
fault trace and epicenter (star), and all strong-motion
stations used for the inversion. Dimensions are given
in grid coordinates; grid spacing is 500 m. (b) Cross
section of the earth model as viewed from the south-
west. The fault is outlined by dashed lines, and the
hypocenter is marked with a star. The dotted lines in
both diagrams show the extent of the boundary layers:
a two-point free-surface boundary layer at the top of
the model, and a five-point perfectly matched layers
absorbing boundary condition along the remaining
edges of the model.

Table 1
Velocity Structure Used for the Synthetic Earth Model*

Vp (km) Vs (km) q (g/cm3) Dz (km)

4.70 2.35 2.00 0.6
5.26 3.04 2.53 2.4
5.48 3.17 2.57 1.0
6.11 3.53 2.70 11.0
6.50 3.76 2.79 1.0

*Vp is the P-wave velocity, Vs is the S-wave velocity, q is the density,
and Dz is the layer thickness. From the velocity structure for the Tottori,
Japan region (Yagi, 2001).

The earth model, containing the fault and nine nearby
strong-motion stations, is 40 km parallel to the fault strike,
by 40 km perpendicular to strike, by 16 km deep. The fault
itself strikes 150!, and extends 24 km along strike and 15 km
down dip (vertical). Rupture proceeds in a left-lateral sense.
The top of the fault is 1 km below the surface, and the hy-
pocenter is located at a depth of 11 km. The grid spacing
used in the model is dx " 500 m (Fig. 1). Current compu-
tational resources prevent using much smaller grid spacing
for the forward simulation because, for the finite-difference
scheme used here, computational cost increases with the
fourth power of the grid spacing. Thus, decreasing the grid
spacing to 100 m increases the computation time by a factor
of 625. However, it will be demonstrated that the 500-m grid
produces results that are comparable to those produced by a
100-m grid.

The velocity structure used for the Tottori region is
shown in Table 1. The stability criterion for the finite-
difference approximation requires that vmax # dt/dx " 0.5,
where vmax is the maximum P-wave velocity encountered in
the medium (Moczo et al., 2000). From Table 1, vmax is
6.5 km/sec, and dx " 500 m, so dt " 0.025 sec satisfies the
criterion. The finite-difference calculations are carried out
every 0.025 sec for a total of 20 sec.

A free-surface boundary condition (FS2 of Gottschaem-
mer and Olsen, 2001) is included along the top surface of
the earth model, and an efficient, perfectly matched layers
(PML) absorbing boundary condition (Marcinkovich and Ol-
sen, 2003) is imposed along the remaining grid boundaries
to minimize unphysical wave reflections from the sides of
the model. A stress-glut condition, which computes the slip
and the slip rate on the fault from the fault-plane strain (An-
drews, 1999), is imposed at the fault-plane boundary.

Rupture is initiated artificially by lowering the yield
stress to zero in a 2.5-km-square patch at the hypocentral
location. A 3-sec time window is allowed for a particular
parameter set to induce rupture; if a rupture does not initiate
within this time, the parameter set is assigned a high misfit
value and the inversion moves to the next set. After initia-
tion, further evolution of the rupture is controlled entirely
by the dynamic rupture parameters: the initial stress (Te), the
slip-weakening distance (Dc), and the yield stress (Tu). The
fault is restricted to moving in a left-lateral direction; that
is, the fault is not permitted to slip backward or vertically.

The synthetic parameters to be matched are strongly
related to inversion solutions of data from the 2000 western
Tottori earthquake (Peyrat and Olsen, 2004; Corish et al.,
unpublished data, 2005). To maintain a strong resemblance
to the real Tottori earthquake, the synthetic earth model also
closely preserves the geometry and station distribution of the
original fault (Figs. 1 and 2). The Tottori earthquake was
chosen because of the wealth of high-resolution strong-
motion data recorded near the fault and because of the rela-
tive simplicity of the rupture history suggested by kinematic
inversion studies (Dalguer et al., 2002; Iwata and Sekiguchi,
2002; Mikumo et al., 2003).
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Figure 2. Map showing the location of the
2000 western Tottori earthquake, along with
locations of nearby strong-motion stations (tri-
angles) and the focal mechanism for the main-
shock. The strong-motion stations are from the
K-net and KiK-net networks operated by the
National Institute for Earth Sciences and Di-
saster Prevention (Japan). The star marks the
earthquake’s epicenter.

The synthetic fault is composed of 18 rectangular cells,
4 by 5 km in size, each of which assumes a separate initial
stress value between $2 and 5 MPa (Fig. 3). These fault
patches are numbered from 1 through 18 in Figure 3 and
will be referred to by number later in this article. In addition,
a faultwide slip-weakening distance of 0.41 m and a uniform
yield stress of 5 MPa are adopted. This parameterization
allows a heterogeneous stress distribution on the fault but
limits the number of parameters to a manageable number for
the inversion. In the following discussion, the synthetic pa-
rameters used as the target for the inversion are called the
“true parameters” or the “target parameters.” The rupture
history for the true parameters is shown in Figure 4. Rupture
begins in a patch near the middle of the fault, and expands
outward as the energy released during rupture pushes the
stress level on the fault past the yield stress of the material.
As the slip at a point on the fault increases, the stress at that
point decreases to the dynamic sliding level, which is zero
in this case. The rupture ends after about 7 sec.

The fault is parameterized in the same way for the in-
version as for the target fault. The parameters sought include
all 18 initial stress values, with allowed values between $2
and 5 MPa, and the slip-weakening distance, which has an
allowed range of 0 to 1 m. The initial stress range was chosen
by trial and error from inversions of real strong-motion data
from the Tottori earthquake (Peyrat et al., 2001; Peyrat and
Olsen, 2004), and the domain for the slip-weakening dis-
tance is roughly based on the range of slip-weakening dis-

tances that have been found by several methods for Tottori
and other earthquakes (e.g., Papageorgiou and Aki, 1983;
Ide and Takeo, 1997; Mikumo et al., 2003). For simplicity,
the yield stress is held fixed in this inversion. Parameter
selection is performed by using uniform random sampling
within the regions defined by the nearest-neighbor cells. The
parameters are permitted to vary independently from one
another, and all parameters are weighted equally.

Least-squares misfit values are calculated between the
known ground motion and the waveforms derived from each
parameter set found by the neighborhood algorithm. A min-
imum of five grid points per wavelength is required to ensure
accuracy of the fourth-order finite-difference scheme
(Moczo et al., 2000). From Table 1, the minimum S-wave
velocity is 2350 m/sec, and if the smallest wavelength per-
mitted is 2500 m, then the maximum resolvable frequency
from the model is 0.94 Hz. Accordingly, the data are band-
pass filtered between 0.05 Hz and 0.9 Hz using a fourth-
order, single-pass Butterworth filter. The misfit between the
filtered waveforms takes the form:

2(true $ predicted )i imisfit " ,! 2" truei i

where the sums are taken over time. A uniform phase shift
representing up to 3 sec for each seismic station is also per-
mitted, and is subtracted before the misfit calculation is per-
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Figure 3. Cross-sectional views of the fault (x $ z)
plane showing the synthetic true parameters. Initial
stress values range from $2 to 5 MPa (see Table 2
for a complete listing), and the slip-weakening dis-
tance is a uniform 0.41 m. The yield stress is 5 MPa
across the fault, except in the 2.5-km-square rupture
patch, where the yield stress is set to zero to induce
rupture artificially. For the inversion, the yield stress
is kept constant, but the initial stress values and slip-
weakening distance are permitted to change. Numer-
als 1 to 19 are parameter indices that are referenced
in the text and in other figures.

formed. Such a shift allows the inversion algorithm to rec-
ognize parameter values that are close to, but not exactly the
true values as decent fits, since a main consequence of
slightly perturbing parameter values is to introduce a phase
shift in the waveforms. The shift asymptotically approaches
zero as the misfit decreases.

Results

Preliminary results suggested that the neighborhood al-
gorithm, like many other inversion schemes, is somewhat
susceptible to local minima in the misfit surface. Although
this effect is slight compared with the susceptibility of linear
inversion methods, it is possible that results from a single
inversion could be misleading. For this reason, a total of five
400-iteration inversions, identical except for the random
seed used to initialize the search, were performed, and the
results from all five inversions were combined. In all, more

than 80,000 distinct combinations of parameters were con-
sidered. On 40 processors of the TeraGrid Itanium2 Linux
cluster at the San Diego Supercomputing Center, each 400-
iteration inversion took about 15 hr to complete. The finite-
difference forward simulations took more than 99% of the
computation time.

The minimum misfit per iteration is an indication of how
efficiently the search algorithm finds good-fitting areas of
the parameter space. This curve is plotted for each of the
five inversions in Figure 5. In all five cases, the misfit de-
creases rapidly in the early stages of the inversion, but starts
to level off as the iterations progress and never reaches a
zero value. Performing additional iterations does not signifi-
cantly improve the misfit. The neighborhood algorithm ef-
ficiently focuses the search into good-fitting regions of the
parameter search during the first iterations, but its effective-
ness drops as the search is narrowed. This drop in perfor-
mance is a symptom of the strong nonlinearity of the dy-
namic rupture problem: if the correct solution is near a
solution with a relatively high misfit, the exact solution
might be assigned to a high-misfit nearest-neighbor cell, and
passed over as the search progresses.

Because of the difficulty of arriving at a zero-misfit so-
lution, it is important to collect information about the areas
of the parameter space that generate low misfits to the known
waveforms. A low misfit can be produced by a combination
of several well-matched parameters and a few that are not
well matched, and results with equally good-fitting seismo-
grams often have different combinations of well- and poorly
matched parameters. Thus, rather than relying exclusively
on a single result for inferences about the state of the fault,
it is preferable to perform a statistical analysis of a larger
sample of results. Not only does such an analysis produce
more robust estimates of the parameter values than exami-
nation of a single result, but it also delivers much more in-
formation about the relationship between the dynamic rup-
ture parameters and the ground motion. For example, a
statistical analysis reveals which parameters are well or
poorly resolved by the inversion, which parameters contrib-
ute most strongly to the misfit, and what trade-offs between
parameters might limit the amount of information that can
be extracted from the data.

Table 2 and Figures 6 and 7 display some statistics of
the 10% of parameter sets, or 8000 sets, with the lowest
misfits to the true data. The 10% cutoff was chosen to illus-
trate the characteristics of the good-fitting areas of the pa-
rameter space, but different cutoff levels, say 5% or 20%,
yield similar results. The mean parameter error, defined as
err " |x̄ $ x0|, where x̄ is the mean value of a parameter
calculated from the top 10% of results, and x0 is the true
value of that parameter, is less than !14% of the allowed
range for each parameter for the 8000 best model sets.
Figure 6 shows that the mean initial stress distribution of the
best-fitting 10% of results captures the central stress asperity
in the input parameters well, but that the error increases to-
ward the edges of the main rupture area (compare with
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Figure 4. Rupture history for the true parameters. Each diagram is a snapshot of
the vertical fault plane at a specific point in time. The time interval is 1 sec. Rupture
is initiated artificially in a patch near the center of the fault, and spreads outward
spontaneously as the rupture progresses. As the slip at a point on the fault increases to
the slip-weakening distance (0.41 m), the stress decreases to zero. The rupture ends
after about 7 sec. (a) Slip on the fault. (b) Slip rate. (c) Stress.

Fig. 4). The variance, computed as var " 1/N#(xi $ x̄)2,
displays a similar pattern: the variance is low in the central
rupture area and increases toward outlying areas of the fault.
Negative correlations occur between both the errors and the
variances of the initial stress values with the total amount of
slip in each region on the fault. This result is expected, as
regions of the fault with high slip contribute more strongly
to the ground motion than do regions with low slip, and
therefore have a larger influence on the strong-motion re-
cords. Also, the parameter error and variance increase with

depth, suggesting that the surface stations used for the in-
version have trouble resolving the deeper parameters.

Figure 7 shows the distribution of parameter values in
the 8000 best-fitting results. Most of the distributions are
peaked around the true value of the parameter, confirming
that, statistically, the inversion successfully locates the target
values for most of the parameters. The parameters for which
the distribution is not peaked near the true values are con-
fined to the edges of the rupture area and the bottom of the
fault. These parameters tend to have diffuse distributions,
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Figure 5. Minimum misfit per iteration for the five 400-iteration inversions.

Table 2
The 19 True Parameters Compared with the Parameter Values from the Best-Fitting 10% of the Inverted Models*

Parameter
Te

True Value
(MPa)

Range
(MPa)

Mean
(MPa)

Median
(MPa)

Error
(MPa)

Normal Error
(%)

Variance
(MPa2)

1 0.15 $2–5 $0.32 $0.36 $0.47 6.7 1.02
2 0.40 $2–5 0.42 0.44 0.02 0.3 0.84
3 3.77 $2–5 3.81 3.86 0.04 0.5 0.41
4 4.54 $2–5 4.24 4.34 $0.31 4.4 0.30
5 2.64 $2–5 2.91 2.90 0.26 3.8 0.81
6 1.45 $2–5 0.69 0.61 $0.75 10.8 1.83
7 0.11 $2–5 $0.61 $0.88 $0.71 10.2 1.19
8 3.33 $2–5 2.67 2.83 $0.66 9.5 1.73
9 3.80 $2–5 2.97 3.04 $0.83 11.8 0.60

10 4.51 $2–5 4.29 4.45 $0.22 3.2 0.33
11 4.89 $2–5 4.47 4.61 $0.42 6.0 0.23
12 3.02 $2–5 2.13 2.39 $0.89 12.7 2.61
13 0.20 $2–5 0.01 $0.19 $0.19 2.7 2.16
14 1.01 $2–5 1.94 2.26 0.93 13.2 3.76
15 4.23 $2–5 3.85 4.07 $0.38 5.4 0.87
16 4.42 $2–5 4.47 4.59 0.05 0.7 0.22
17 4.66 $2–5 3.91 4.13 $0.75 10.7 0.84
18 1.22 $2–5 2.17 2.45 0.94 13.5 4.06

Dc True Value
(m)

Range
(m)

Mean
(m)

Median
(m)

Error
(m)

Normal Error
(%)

Variance
(m2)

19 0.41 0–1 0.32 0.33 $0.09 9.0 0.01

*Parameter indices correspond to the numbers in Figure 3. Te is initial stress, and Dc is slip-weakening distance. The range comprises the values allowed
by the inversion for each parameter. The mean, median, error, and variance are calculated for the best-fitting 10% of inverted models. Normalized error is
computed as the error divided by the parameter range. The scalar error is err " x̄ $ x0, and the variance is var " 1/N#(xi $ x̄)2. See also Figure 6.
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Figure 6. The target initial stress parameters com-
pared with the mean parameter values of the best-
fitting 10% of the 19-parameter inversion results. The
mean parameter error, err " |x̄ $ x0|, and variance,
var " 1/N R (xi $ x̄)2, for the top 10% are also
shown. These results, along with the analogous results
for the slip-weakening distance parameter, are also
detailed in Table 2.

suggesting that they are poorly constrained by the inversion.
Parameters will be poorly constrained if they do not con-
tribute strongly to the observed ground motion. That is, if
changing a parameter’s value has little effect on the wave-
forms observed at the surface stations, then the misfit should
be relatively insensitive to that parameter.

An indication of the misfit’s sensitivity to the individual
parameters is shown in Figure 8. Starting from the best-
fitting parameter set from the inversion, a single parameter
is replaced in turn by a series of values spanning the entire
parameter range. As one parameter is perturbed, all others
retain their original values. After each change, a forward-
rupture simulation is run and the misfit response is measured.
If the misfit is very sensitive to a particular parameter, a
strong change in the misfit value is expected as the parameter
is perturbed. On the other hand, if the misfit is insensitive to
a parameter, the misfit should remain flat as the parameter
value is adjusted. In agreement with Figures 6 and 7, the misfit
seems to be most sensitive to the parameters in the center of
the fault, and especially to the parameters in the rupture nu-
cleation area. Sensitivity drops off considerably at the sides
and bottom of the fault. Nearly flat responses are observed
for parts or all of the ranges for parameters 1, 7, 13, 14, and
18. Considering only the misfit values, the set of parameters
containing a value of $2 MPa for parameter 13 is nearly
indistinguishable from the set containing a value of 3.5 MPa
for the same parameter. Thus, for low-sensitivity parameters,
there is not enough information in the waveforms for the
inversion to identify the exact solution. A limitation of our

computational scheme is illustrated here. We are band lim-
ited in the forward modeling and limited to a realistic rep-
resentation of the station distribution. As a result, the noni-
deal station distribution cannot resolve portions of the
rupture plane and the frequency limits on the seismograms
limit our ability to capture the precise rupture timing.

Correlations among parameters are not included in the
misfit sensitivity analysis. The misfit might respond differ-
ently to a change in a combination of parameters than it does
to changes in single parameters. For example, performing
the misfit-sensitivity test starting from a different starting set:
the mean of the top 10% of results, rather than the best-fitting
result, gives misfit-response curves similarly shaped to the
ones shown in Figure 8, but the preferred slip-weakening
distance changes by 20 cm, from 0.55 m to 0.35 m. In fact,
the slip-weakening distance is correlated with the initial
stress parameters because both parameters influence the slip
at a particular point on the fault, and a change in the mean
initial stress value favors a different slip-weakening distance.
Figure 9 plots the slip-weakening distance from the top 10%
of parameter sets versus the faultwide mean initial stress. A
positive, linear correlation exists between the two: the linear
correlation coefficient is R " 0.61, and a linear regression
for the data gives the relationship Dc " 0.31T̄e $ 0.44,
where Dc is in meters and T̄e is in megapascal. Previous work
has shown that intrinsic trade-off exists between the yield
stress and the slip-weakening distance (Guatteri and Spu-
dich, 2000) and between the yield stress and the initial stress
(Peyrat et al., 2001, 2004). The results of the current study
confirm that a trade-off between the slip-weakening distance
and the mean initial stress also exists.

It has been suggested that dynamic rupture simulations
should be performed with grid spacings small enough to
capture changes in the slip rate and rupture velocity within
the slip-weakening zone at the tip of the fault. The slip-
weakening zone is defined as the part of the fault behind the
rupture front where the stress is decreasing from the static
yield stress to the dynamic frictional sliding level. For the
stress-glut formulation, roughly 10 grid points should span
the slip-weakening zone (Dalguer and Day, 2006). For a
crack advancing with negligible velocity, the size of the slip-
weakening zone is given by (Day et al., 2005):

9p l* DcK " ,
32 T $ Tu f

where l* is the effective elastic modulus of the material
appropriate for a mode II or mode III crack, and Tf is the
dynamic frictional sliding stress, which, in this study, is 0.
Under conditions of negligible velocity, the synthetic fault
modeled here has a slip-weakening zone of about 800 m,
suggesting that a grid spacing of about 80 or 100 m is de-
sirable. Because of the time required to perform each for-
ward simulation, the grid spacing used in this investigation,
500 m, is at least five times larger than the 80- to 100-m
guidepost.
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Figure 7. (a) Histograms of the best-fitting 10% of inversion results, showing the
distribution of values found by the inversion for each initial stress parameter. The total
number of parameter sets in the top 10% is 8000. Note that the initial stress cannot
exceed 5 MPa, which is the yield stress value. The white caret indicates the true pa-
rameter value. The numbers inside each diagram refer to the parameter locations shown
in Figure 3. (b) Histogram of the slip-weakening distance values from the best-fitting
10% of inversion results. The white caret shows the true slip-weakening distance.



910 S. M. Corish, C. R. Bradley, and K. B. Olsen

Figure 8. (a) Sensitivity of the misfit to perturbations in individual initial stress
parameters. Starting from the parameter values from the best-fitting inverted result, a
single parameter is replaced in turn by a series of values spanning the entire parameter
range. All other parameters remain unchanged. Forward simulations are recalculated,
and the resulting misfits are plotted. Solid lines show the misfit curve, and the carets
give the true value of the parameter. The numbers in each diagram refer to the parameter
locations shown in Figure 3. (b) The same experiment repeated for the slip-weakening
distance. The solid line is the misfit curve, and the caret is the true slip-weakening
distance.
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Figure 9. The top 10% of results plotted as a combination of the faultwide mean
initial stress and the slip-weakening distance. There is a positive, linear correlation
between the mean initial stress and the slip-weakening distances found by the inversion:
for the best-fitting 10% of results, a linear regression gives Dc " 0.31 T̄e $ 0.44, and
R " 0.61.

To quantify the differences introduced by running the
forward simulation at 500 m instead of 100 m, the model is
adapted to a 100-m grid and the forward problem for the
true parameters is rerun. The seismograms associated with
the 100-m true model and those of the 500-m true model are
compared in Figure 10. Both sets of seismograms are band-
pass filtered between 0.05 Hz and 0.9 Hz. The misfit between
these seismograms is 0.210, a value that would place the
100-m solution among the top 5% of the results for the
500-m inversion. Most of the misfit is in the form of a time
delay of about 0.35 sec for the 500-m waveforms relative to
the 100-m arrivals. In order to compensate for the slower
rupture propagation time for larger grid sizes, a 500-m grid
would likely underestimate the slip-weakening distance, or
slightly overestimate the initial stress values present in the
real earth. Either of these alterations would effectively speed
up the rupture evolution.

Discussion and Conclusions

The dynamic rupture parameters on a fault, including
the initial stress and slip-weakening distance, are important
keys to predicting where and when the fault will fail, but

they are difficult to estimate from field observations. Seis-
mologists are often left to infer these parameters from the
results of numerical inversions of large earthquakes. As dy-
namic inversions become more widely used to match real
data, the need to recognize the specific capabilities and lim-
itations of these methods takes on a greater importance. To
date, much more work has been done to develop methods of
dynamic rupture inversion than to assess how well these
methods work. The investigation presented here has ad-
dressed the latter problem.

Nonlinear inversion problems are challenging because
the relationship between the misfit and the parameters is of-
ten complicated and unpredictable, and simultaneously in-
verting for many parameters compounds these difficulties.
Because of the strong nonlinearity of the dynamic rupture
problem, and the impossibility of conducting an exhaustive
search of the parameter space, the chances of finding an
exact solution for the parameter values are very slim. How-
ever, using a parameter search method such as the neigh-
borhood algorithm, it is possible to localize the parameter
estimates to reduced areas of the parameter space near the
true values. The results of this study have shown that both
the initial stress and the slip-weakening distance values can
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Figure 10. True model ground displacement calculated for different grid spacings.
U is the fault-parallel direction, V is fault-perpendicular, and W is vertical. The solid
black trace shows the ground motion for the true parameters calculated at a grid spacing
of 500 m, and the dotted red line shows the ground motion for the same parameters
calculated at 100-m grid spacing. The misfit between the two sets of strong-motion
records is 0.210.
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be estimated, within a reasonable amount of error, from a
statistical analysis of the low-misfit inversion results. Av-
eraging many good-fitting results from several independent
inversions yields robust estimates of the true parameter val-
ues, and examining the distributions of the parameters in the
sample gives a good idea of how well each parameter is
resolved. The results of rupture inversions frequently are
reported as a single set of parameter values or a small col-
lection of these sets that represent the best fit to the seismic
data, but this study indicates that a statistical evaluation of
a larger set of results is much more powerful.

Assessment of the inversion results also reveals that dif-
ferent combinations of parameters can have misfits similar
to the observed ground motion. For instance, there is a trade-
off between the mean initial stress on the fault and the slip-
weakening distance that precludes identification of the exact
values of either quantity based on strong-motion records.
This trade-off occurs because both the initial stress and the
slip-weakening distance affect the amount and timing of slip
on the fault. For instance, slip at a point on the fault increases
with the stress drop (Te $ Tf) and decreases with increasing
slip-weakening distance. Various combinations of the initial
stress and the slip-weakening distance can result in very
similar slip response, and the ground-motion data are unable
to identify the exact combination present in the target pa-
rameters. This limitation must be acknowledged when re-
porting dynamic inversion results.

Uncertainties in the earth model are not addressed by
the current study because the inversion setup is an exact
replica of the true model. For inversions of real data rather
than synthetic data, however, there are many more, and often
unknown sources of error caused by approximating the earth
by an idealized model. Potential sources of error include
oversimplification of the parameters, inaccuracies in the ve-
locity structure, misrepresentation of the fault geometry on
a rigid grid, station distribution, specific site effects for each
station, and failure to model accurately any inelastic behav-
ior of the materials. Despite these complications, however,
many of the methods used in this study have direct appli-
cations to inversions from real data. For instance, although
an error measure like the one shown in Figure 8 cannot be
calculated when the true parameters are unknown, it is pos-
sible to calculate the variance in a subset of the inverted
parameters. Although the correlation between variance and
error is not exact, the variance in the inversion results does
give some idea as to the ability of the inversion to determine
reliable parameter values. If the variance for a parameter is
high, then the parameter is probably poorly constrained by
the inversion. If it is low, however, caution is still warranted
in interpreting the results. A low variance could be due to a
persistent local minimum or trade-off between parameters.
Misfit response curves like the ones in Figure 10 can also
be constructed from real-data inversion results. Such plots
can further help to separate well-constrained parameters
from those that are poorly constrained, and can also be used
to mark out the shape of the good-fitting portions of the

parameter space. However, these plots too must be treated
with caution because correlation between the parameters
might strongly affect the shape of the misfit-response curve.

Dynamic rupture inversion is a useful tool for under-
standing how fault-plane conditions combine to cause earth-
quake ruptures. However, before any interpretations about
the system modeled can be made with confidence, it is im-
perative to recognize what limitations in the data, the model,
or the inversion method might preclude identification of the
actual parameters. Typically, the best-fitting parameter sets
discovered by an inversion command the most attention, but
in fact, a comprehensive examination of a larger set of results
is much more informative. Details of the parameter space
resolution, potential trade-offs between parameters, and cer-
tain pitfalls in the inversion process can be identified only
by examining the variations among a large group of results.
Including a systematic assessment of the inverted solutions
as a regular part of the inversion process will help to extract
more information about the dynamic rupture parameters
from the inversion, and will also help to identify where more
research is needed to further understand fault rupture.
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